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Abstract

In the BNL-E787 experiment, the data corresponding to 3.5 x 101K* decays at rest were
collected in order to study the radiative K3, decay K* — n°u*v,y. A total of 9.4 x 10* triggered
events were collected, and 40 candidate events remained after imposing all the selection criteria
with the background expectation of (16.5 + 2.7) events. The branching ratio was obtained to be
Br(K* — nu*v,y) = (1.58 + 0.46(stat) + 0.08(sys)) x 10~° for E, > 30 MeV and 6,,, > 20° where
E, is the energy of the emitted photon and 6,,, is the angle between the muon and the photon in the
K* rest frame, which is consistent with the standard model prediction (Br = 2.0 x 107°).
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Chapter 1

| ntroduction

1.1 Overview

In the energy region below 1 GeV, perturbative method of QCD cannot well be applied to the strong
interactions of mesons. Chiral Perturbation Theory (ChPT) [1, 2, 3, 4], in which the quark fields
are represented instead by the pseudoscalar-meson fields and the Lagrangian is constructed based
on chiral symmetry and with the interactions of Nambu-Goldstone bosons, is an effective-field
approach to QCD in the low energy region. Using this theory, decay diagrams involving kaons and
pions can be calculated [5, 6, 7].

The decay K* — #%*v,y (K,3,) is due to radiative effects in the semi-leptonic transition of
K* — n%*y, decay (K,3), and is represented in the diagrams in Fig. 1.1. In addition to Internal
Bremsstrahlung, which is QED radiative corrections to K3, the decay can proceed via Structure-
Dependent radiative decay (SD), which involves the emission of a photon from the intermediate
states in the V—A hadronic current from K* to n°. The decay is dominated by Inner Bremsstrahlung
in the kinematic region where the energy of the emitted photon, E,, and the opening angle between
u and the photon, 6,,,, in the K* rest frame are small. Thus, lower bounds on E, and 6, are usually
imposed.

The first theoretical study of K3, was made in 1969-70 [8, 9, 10] by using soft-photon theo-
rems [11, 12, 13] and the hypothesis of partially conserved axial-vector current (PCAC). Radiative
semi-leptonic kaon decays in ChPT were systematically studied in 1992-93 [14, 15]. The branch-
ing ratio for K 3, is predicted to be 2.0x10~° for E, > 30 MeV and 6,,, > 20° at O(p*) in ChPT, and
the relative size of SD contribution is around 8 %. No prediction to K 3, has been provided from
other strong-interaction theories in the low energy region such as dispersion relations and large-N
QCD. We would be able to test ChPT by a measurement of the decay, which is the motivation of
the study described in this thesis.

1.2 Theoretical description of K* — nu*v,y

For the low energies involved in the semileptonic kaon decays, the momentum dependence of the
W-boson propagator connecting to the lepton-neutrino pair in the final state can be neglected and be
replaced by the Fermi constant Ge. The matrix element for the decay K*(p) — #°(p)I* (p)vi(pn)y(q)
is written as [14, 15],

. ) _h
T = 2Levi (g {(V;V—A;V) X ' + F! x u(pn)'yv(l_')’S)W

\/z YAU(DI)} s
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o

Figure 1.1: K 3, decay diagrams.

where Vs is a Kobayashi-Maskawa matrix element that is equal to sin 6c (6c: Cabibbo angle) and
€"(q) is the photon polarization vector. The first term corresponds to Fig. 1.1 (left), which includes
the Bremsstrahlung off the K*; V!, and A7, are the tensors in the transition from K* to 7% with a
photon emission and £ = U(p,)y”(1 — ys)v(p) is the leptonic-current vector in the charged weak
interaction. The second term corresponds to Fig. 1.1 (right), which is the decay due to the lepton
Bremsstrahlung; F; is the matrix element for the K* — n°%*v, decay and the remaining parts in
the second term represent a photon emission from the lepton.
The hadronic tensors V;, and A, are defined as

V=i f ' € (O T (VEVESO)IK ()

and
A =1 [ dixem ATV AT SO (P)
where
- _ 1 . _
V;HS = qyuz(/h —ids)q = Sy,u,
- _ 1 ) _
Aﬁ_ls = qyﬂsi(/h —ids5)q = Sy, ysU,
V;?m = q/}/IJQq ’
2/3 0 0
Q = 0 -1/3 0
0 0 -1/3

The tensor V; is further separated into two parts:

Vi =+ Depr
Pq
where the second term corresponds to the Bremsstrahlung off the K*. Due to the theorems in
radiative corrections, V, is finite for the infrared limit (g — 0) and is transverse (¢'V,;, = 0), and

the axial-vector amplitude A, is also finite in the infrared limit. Thus, the matrix element for K 3,
can be written as:

G  ure\E ) N7+ + v + = v Py (p +¢]_m)yll
T= 7;evuse (@) {(vﬂv—A,N) X £+ F; X U(pn)y ”‘””(E - 'T)v(pl)} :
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Explicitly speaking, in the theoretical descriptions of semileptonic kaon decays, the first term in
the product of (\7;V —Aj,) and ¢” is called ”Structure Dependent” and the second term proportional
to F is called ”Inner Bremsstrahlung”.

When the photon is on-shell (g° = 0), Lorentz and parity invariance together with gauge in-
variance should work and the tensors V/jv, A, and F are decomposed into:
P'q

\7+
14 qW

W,q, ,
vl(gw— i )+V2(p,1qv— S, qv)+v3(p,1 SVCV‘WW)+V4(p,1pV

A = i€ (APPAT + AdW) + i€ P W (AW, + Aap))
Fy = Cipl + Ca(p- P

o)

where W = (p,+ pn) is equal to (p— p’—q). The four vector amplitudes V;, the four axial amplitudes
A;, and the two K3 form factors C; are functions of scalar variables in the K 3, kinematics, and are
Lorentz-invariant and chosen to be real.

The square of the matrix element T, summed over photon and lepton polarization, is neces-
sary to simulate the K,3, decay. FORTRAN computing codes for the calculation, provided in
Appendix E of Chapter 3 of the DA®NE Physics Handbook [5], were used.

In the kinematic region of small photon-energy and small 6,,, (collinear lepton and photon), the
matrix element T is dominated by Inner Bremsstrahlung. In order to enhance the SD contribution
and obtain the theoretical information in (\7le — A},), the branching ratio for K 3, in the kinematic
region E, > 30 MeV and 6,, > 20°, Br(K,s,, E, > 30 MeV, 6,-, > 20°), is used in both the
theoretical and experimental studies.

1.3 K* — n%"v,y in Chiral Perturbation Theory

The essential features of ChPT needed for studying kaon decays [16] are summarized in Ap-
pendix A.

To the leading order in ChPT, at O(p?) where p represents the external momenta of Nambu-
Goldstone bosons, the diagrams are from the lowest order Lagrangian £®@ at the tree level of the
meson fields. The tensors V! and F; are [7, 14]:

v uV’
/ 2 / Y
v 1 gW+(|o+\/\/)u(|o+W) ,
V2 Ppq
A, = 0,
F, = i(|O+|o’)
v \/§ Vo

V,;, is not equal to p“ F+ which implies that the SD contribution to K3, exists at O(p?) in ChPT.

Br(Kﬂgy, E, > 30 MeV 6,+~, > 20°) is predicted to be 1.9 x 107>,

To the next to-leading order in ChPT, at O(p*), there are three types of contributions (1) £®
and the higher-order Lagrangian £ at the tree level, (2) chiral-anomaly £anom to A iy and (3) L®
at the loop level. The loop diagrams at O(p*) in ChPT are shown in Fig. 1.2. The tensors V*

A;V, and F}, calculated by Bijnens, Ecker and Gasser in [14, 15], are summarized in Appendlx/é

depends on the coupling constants Lg and Ly (and mostly on Lg) in £®. Br(K,s,, E, > 30
MeV 6,+, > 20°) is predicted to be 2.1 x 10> when the contribution of the loop diagrams was
neglected, and to be 2.0 x 10~° with the full O(p*) amplitude. The theoretical predictions are
summarized in Table.1.1. The ChPT effects of O(p?*) is non-trivial but, to obtain the information

on the coupling constants and the loop effects in ChPT, a precise measurement should be made.
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Figure 1.2: Loop diagrams, from £®), for K 3 at O(p*) in ChPT. The weak boson W* should be
connecting to u* and v,. For K,3,, the photon should be appended on all charged lines and on all
vertices.

Branching ratio
leading order (LO) O(p?) LP-tree 1.9%x10°°
next-to-LO, partial O(p*) without loop ~ L@-tree, LO-tree, Lanom 2.1x107°
next-to-LO full O(p*) amplitude L®@-tree, L?-tree, Laom, L@-loop | 2.0x 107°

Table 1.1: Br(K,s,, E, > 30 MeV, 6,+, > 20°) for different conditions in ChPT.

The tensors to be used for the square of the matrix element T in the FORTRAN codes were
extracted by using Mathematica, a computer algebra system. The spectra of K,3, observables
based on ChPT at O(p*) are shown in Fig. 1.3 *. It was confirmed that the K3, spectra generated
by the codes are consistent with the spectra in E, > 30 MeV and 6,, > 20° given by different
authors (Fig. 3 in “T-odd correlation in the K 3, decay” by Braguta, Likhoded and Chalov [18],
reproduced in Fig. 1.4).

1.4 T violation

Another topic concerning the physics of K* — #%*v,y is the violation of time reversal (T-
violation), which can be tested by a T-odd observable & = P, - (P, x P,)/M2 [19]. The asymmetry

. . N, —
of £ is defined as A = Y

respectively. At the tree level there are no T-odd contributions. A is expected to be 1.14x 10~ due
to the electromagnetic final state interactions at the level of one-loop diagrams within the standard
model [18].

The model-independent Lagrangian of the four-fermion interaction can be expressed as

, Where N, and N_ are the numbers of decay with ¢ > 0and & < 0,

Ge . . ) o o
= SIS (1 =y )yl = 75 + L+ 79)l + GoITEU(L +79)
+QSYTUVYo (1~ y9)l + GaSyysUrya(L — ys)ll.

where 6. is the Cabibbo angle, and gs, gp, 9y, and g, are the scalar, pseudoscalar, vector, and
pseudovector constants, respectively. Using this Lagrangian, the matrix element for K* — n%u*v,y
T is obtained. Integrating [T|? in the kinematical region of E, > 30 MeV and 6,, > 20°, the

1The effect of the lower bound on 6,,, is not significant; this condition is indispensable in the study of the K* —
ndetvey decay [17].
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Figure 1.3: Spectra of K* — n%*v,y observables based on ChPT at O(p?) in this study: muon
momentum (top left), cosine of 6, (top right), E, (bottom left), and neutrino energy (bottom right).
The unhatched and hatched histograms represent the distributions before and after imposing the
conditions E, > 30 MeV and 6, > 20°.

following asymmetry is obtained:;

As = —[3.6 x 107°Im(gs) + 1.2 x 10721m(gp) + 1.0 X 1072Im(gy + ga)]-

As an example of the physics beyond the standard model, in the extensions based on the
SU(2). x SU(2)r x U(1) gauge group in which each generation of fermions is formed in SU(2)_ x
SU(2)r doublets, the upperbound on the A, is estimated to be 2.6 x 10~* [20]. Although this upper-
limit is comparable to the asymmetry within standard model, T-violation measurement will give
restrictions on new physics. Unfortunately, the current experimental sensitivity does not allow us
to study the T-violation in the K* — n%*v,y decay.

1.5 Experimental status

The first experimental search for K+ — n%*v,y was performed by a heavy-liquid bubble-chamber
experiment with K* decays at rest in 1973, and an upper limit Br(K,s,, E, > 30 MeV) < 6.1x107°
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Figure 1.4: Spectra of K* — n%*v,y observables given by Braguta, Likhoded and Chalov in
Fig. 3 of [18]; muon momentum (top left), E, (top right), pion momentum (bottom left), and
cosine of 6, (bottom right). Though not explicitly described in [18], the conditions E, > 30MeV
and 6,, > 20° should have been imposed.

at the 90% confidence level (C.L.) was reported in [21].
Recently, two experiments reported their measurements. One was the ISTRA+ experiment
with K~ decays in flight. The results were [22]

Br (K,u3y)/ Br (K,u3)
Br (Kﬂgy)/ Br (Kﬂg)

[0.270 + 0.029(stat) + 0.026(syst)] x 102 (5 < E, < 30 MeV),
[4.48 + 0.68(stat) + 0.99(syst)] x 10™* (30 < E, < 60 MeV).

Based on these values, the Particle Data Group cited Br(K,s,, 30 < E, < 60 MeV) as (1.5+0.4) x
10-° [23].

The other was the E470 experiment at the KEK 12 GeV Proton Synchrotron. The results
were [24]

Br(K.s,, E, > 30MeV, 6., >20°) = [2.4+0.5(stat) + 0.6(syst)] x 10™°.

These results are consistent with the theoretical expectations in Table 1.1. In ISTRA+, T-odd
asymmetry was measured as:
A =-0.03+£0.13.



Chapter 2
BNL-E787 Experiment

The measurement of the K3, decay in this thesis was performed by using the E787 apparatus at
the Alternating Gradient Synchrotron (AGS) of Brookhaven National Laboratory (BNL) in the US.
The purpose of the BNL-E787 experiment [25, 26] was to study the rare decay K* — z*vy with
K* decay at rest. The main components of the detector (Fig. 2.1) [27] was a spectrometer and an
array of plastic scintillation counters, with 27 solid-angle coverage, for measuring the kinematics
of charged particles and a hermetic photon-detection system surrounding the kaon stopping target.
Inside the iron yoke, 1.0 Tesla magnetic field was made by the solenoidal magnet. The detector
subsystems as well as the trigger, data acquisition, and Monte Carlo simulation are explained in
the sections of this chapter. Numerical values in this chapter were for the running conditions of the
E787 experiment in 1998 used in this analysis. The resolutionss of the E787 detector on the muon
and photon observables are achieved in the kinematic fit, and are described in Chapter 3.

2.1 E787 Detector System

2.1.1 Beamline and Beam Counters

AGS is a proton synchrotron which utilizes strong focusing by alternating-gradient magnetic fields.
AGS was operated in 1998 with the beam intensity of about 40Tp (40 x 10%?protons) per pulse. A
half of the protons were delivered to the E787 experiment. The proton beam was accelerated to
24 GeV, and was slow-extracted with the 2.2-second spill length in the beam cycle of 4.2 seconds;
thus, the duty factor was 2.2/4.2 = 52%.

The slow-extracted proton beam bombarded the kaon production target. The target was made
of 6cm-long platinum. The beam channel was designed to collect the particles produced from the
target to the 0 degree. Among the secondary particles 7+ was much copious than K*; the beamline
named LESB3 was designed to enhance the K* to n* ratio in the low momentum region. The
LESB3 layout is shown in Fig. 2.2 [28], and the beamline provided a flux of 0.5M K*/Tp on
target. The main feature of LESB3 was double-stage separation with two electrostatic separators;
the K/ ratio was improved to be > 3. From the LESB3, 710 MeV/c K* beam was delivered to the
E787 detector in 1998. The momentum was chosen so that high beam yield was maintained below
the energy threshold of hyperon production in the degrader.

The K* beam enter the Cerenkov counter (labeled as C in Fig. 2.3). In this Cerenkov counter,
lucite (n = 1.49) was adopted for the radiator and K* was discriminated from z* by using the dif-
ference of the Cerenkov angles. Cerenkov lights emitted from 7+ were trapped inside the radiator
by internal total reflection and reached the inner 14 photomultipliers (“pion PMTs”) by conical
mirrors, while Cerenkov lights emitted from K* went through radiator, reflected at parabolic mir-
ror, and were detected by the outer 14 photomultipliers (“kaon PMTs”). Both pion PMTs and kaon
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Figure 2.1: Side view of the E787 detector.

PMTs were EMI9945KB. When the number of coincident hits of kaon (pion) PMTs was greater
than 5, the particle was identified as kaon (pion).

After the Cerenkov counter, kaons were detected by two sets of multi-wire proportional cham-
bers named as BWPC1 and BWPC2. BWPC1 and BWPC2 were located at 168.5 cm and 68.5
cm, respectively, uppstream of the B4 counter. Each of BWPCs has three sense-wire planes.
In BWPC1, sense-wires were vertical (x), and +45° (u, V) tilted to the vertical axis; in BWPC2,
sense-wires were vertical (X), and £60° (u, V) tilted to the vertical axis. The sense-wires were 12
um diameter gold-plated tungsten. The cathode foils of BWPC1 (BWPC2) were 25 um (8 um
single-sided) thick aluminized mylar coated with carbon. The BWPC1 had 144 (x), 60 (u), and
60 (v) readout channels; the BWPC2 had 32 readout channels for each plane. The anode-cathode
distance in BWPC1 (BWPC2) was 3.18 mm (1.6 mm). Both BWPC1 and BWPC2 were filled with
a recirculated mixture of Tetrafluoromethane (CF,) (80%) and isobutane (C4H10)(20%). A BWPC
hit was reconstructed with coincident hits of the wires in two or three planes. The average time of
the hits was used to find an extra particle coming into the detector at the kaon decay time.

After passing through the BWPCs, kaons gradually lost their energy in the degrader and came
to rest in the kaon stopping target. The degrader was made of BeO, which was adopted because of
its low atomic number and high density. This feature reduced the effects of multiple scattering in
the degrader.

After the degrader and just in front the stopping target, the B4 counter was located. B4 con-



sisted of two layers of plastic scintillators, and each layer was divided into 8 “finger” counters in
the +45° direction as shown in Fig. 2.4. B4 determined the beam x—y position just before entering
the target. Since kaons were slowed down in the degrader, they left more energy than pions in B4.
The dE/dx of the particle measured in B4 was used to identify the beam particles.

About 28% of the incident K*’s reached the target and satisfied the trigger condition KB (ex-
plained in section.2.2(p.16)). The number of KB in the spill was 1.8M (0.8 MHz).

Mass D2
Slit #2

Figure 2.2: Schematic plan view of the LESB3 beamline, which consisted of two dipole magnets
(D1, D2), two separators, and ten quadrupole magnets (Q1, - - -, Q10).
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Figure 2.3: Schematic side view of the upper-half of the E787 detector (left); design of the
Cerenkov counter (right).



Figure 2.4: Schematic view of B4

2.1.2 Target

The kaon stopping target consisted of a bundle of plastic scintillating fibers (Fig. 2.5). The 413
primary fibers (Bicron BCF10), which were 5 mm squared and 3.1 m long, were stacked to form the
main region of the target. The surrounding region was covered by two types of fibers with smaller
cross sections so that the target became a 12 cm-diameter cylinder; these fibers were called as “edge
fibers”. Each primary fiber was read out at the end by the Hamamatsu R1635-02 photomultipliers
(PMTs). The signals from edge fibers were grouped to 16 PMTs. The PMT output signals were
fed to ADC, TDC and 500 MHz waveform digitizer based on CCD [29].

The charged particles from the kaon decay at rest passed through a layer of six plastic scintilla-
tion counters (6.4 mm thick and 24 cm long) surrounding the target. The counters were named the
I-counters (IC), and defined the active volume of the stopping target. The outside of the lightguides
of the I-counters was surrounded by the six scintillation counters (5 mm thick and 200 cm long)
named the V-counters (VC), which defined the fiducial region of the target in the beam direction
as shown in Fig. 2.6. All of the reconstructed events should have an I-counter hit from a charged
particle and should not have a V-counter hit. Each counter of IC and VC was read by EMI 9945KB
PMT whose signal were fed to ADC, TDC, and 500MHz transient digitizer (TD) [30]. The timing
of I-counter hit was also used to ensure K+ decayed at rest by comparing to the Kaon Cerenkov hit
timing at online level.

The target, I-counters and V-counters also worked to detect a part of an electromagnetic shower
due to an extra photon from the kaon decay.
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2.1.3 Drift Chamber

The momentum of charged particles was primarily measured by the central drift chamber named
Ultra Thin Chamber (UTC) [31]. UTC covered a cylindrical region of 50.8 cm long with the radius
of 43 cm, which means 2x solid angle coverage. UTC consisted of five “superlayers”, and each
superlayer was separated by a thin Kapton foil. These foils were supported by the difference of
gas pressure. The innermost, middle, and outermost superlayers were active regions, in which
20 um tungsten anode-wires (set at 2 kV) and 100 um aluminum cathode-wires (grounded) were
stretched so that each drift-chamber cell became 11 mm x 19 mm square. The active superlayers
were filled with a 49.8%:49.8%:0.4% mixture of argon, ethane, and ethanol gas, and the inactive
superlayers were filled with nitrogen gas. The cell was half shifted in each layer so that the “left-
right ambiguity” of a particle passing around the wire was solved. Signals from anode wires were
fed to TDC after preamp, and xy-position information was obtained from the timing information.
Using the position information in each superlayer, the track on the plane perpendicular to the beam
direction (xy-plane) was reconstructed. The Kapton foils had 7mm-wide copper strips and worked
as cathode. The strips were tilted by 45 degrees with respect to the beam direction (z-direction),
and the positions on the cathode provided the track along the beam direction(rz-plane). The UTC
position resolutions were about 175 um in xy-plane and 1 mm for z. Combining the information in
the xy- and rz-planes, the momentum and dip angle of the charged particles were obtained in the
offline analysis. The momentum resolution was estimated as 0.9% for 4™ and #* in a range of 150
- 250 MeV/c. The overall mass of UTC amounted to 2 x 10~3 radiation lengths.

Figure 2.7: Schematic view of UTC.
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2.1.4 Range Stack

The range stack (RS) in the E787 detector was an array of plastic scintillators (Bicron BC408)
surrounding the UTC region. The charged decay products passed through UTC and lost the energy
in the RS. The RS provided a measurement of range and kinetic energy of the charged particle
which came to rest in it. The radial region for the RS was segmented into 24 azimuthal sectors
and 21 radial layers (Fig. 2.8), totaling one radiation length. The RS counters in the innermost
layer (T-counters), which defined the solid angle acceptance for the charged track in the RS, were
0.635 cm thick and 52 cm long. The subsequent RS counters were 1.905 cm thick and 182 cm
long. The RS counter where the charged track came to rest was called the “stopping counter.”
All the RS counters were read out by EMI 9945KB PMTs on both ends. The output pulse-shapes
were recorded by 500MHz-sampling transient digitizers (TDs) [30]; each of TDs was based on
two interleaved 250 MHz 8-bit flash ADCs. In addition to providing precise time and energy
information for reconstructing the n* track, the TDs make it possible to observe the 7t — u* — e*
decay chain in the RS stopping counter when the #* track identification is needed in the offline
analysis for the the K* — n*vv decay. Two layers of straw-tube tracking chambers were embedded
in between the 10th and 11th RS layers and between 14th and 15th RS layers, respectively, but were
unused in the K,3, measurement.

2.1.5 Barrel Veto

The “Barrel Veto” photon detector (BV) was a sandwich-type sampling calorimeter with lead and
plastic scintillator plates. In total, 96 modules of the BV were installed in the layout of azimuthally-
segmented twenty-four sectors divided by four radial layers (Fig. 2.8). Each module was composed
of Imm-thick lead and 5mm-thick plastic scintillator, and the numbers of layers in the module were
16, 18, 23, and 21 for the modules in the same sector. This amounted to 14.5 radiation lengths
from the view of the target region. The active length of the scintillators along the beam direction
was 190 cm. The gap between any two modules was designed to face away from the target; this
configuration was to reduce the photon detection inefficiency due to the gap.

The scintillation light in each module was detected by PMTs (EMI-9821KB) in both ends
through the acrylic lightguides. Each signal from the PMT was divided and fed into the discrim-
inator, ADC and the analog fan-in module. The output from the discriminator was send to TDC.
The signals from the eight BV modules in the adjacent two sectors were integrated separately for
the upstream and downstream ends by the fan-in module to produce their analog sum. The out-
puts from the analog sum were fed to the discriminator with the energy threshold corresponding to
about 5 MeV of visible energy per end. The discriminator outputs were OR-ed for either end, and
then fed to the multiplicity logic unit (LeCroy MALU 4413), in which the number of continuous
hits of the BV modules was counted online and used for the trigger condition to count the number
of electromagnetic showers in the BV. The time resolution of individual BV counter was measured
to be 1.2 ns. The energy resolution of BV system was estimated to AE/E = 1.61/ VE(MeV).

In the K,3, measurement in this thesis, all of the three photons in the final state from the decay
were detected in the BV. The events in which the electromagnetic shower of a photon started before
reaching the BV (e.g. within in the RS) were removed by the trigger and the offline analysis.
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2.1.6 Endcap Detector

Two endcap calorimeters [32] and additional calorimeters for filling minor openings along the
beam direction (collar counters, micro-collar counters, and beam hole counters) were used for
detecting extra particles including photons. The two endcaps consisted of undoped Csl crystals,
which was 25cm-long (13.5 radiation lengths) and whose cross section was pentagonal. They
formed four rings around the beam axis (Fig. 2.9); seventy-five and sixty-eight crystals were used
for the upstream and downstream endcaps, respectively. The crystals were directly coupled by
2-inch and 3-inch fine mesh PMTs (Hamamatsu R5543 (3inch) and R5545 (2inch)) [33] through
a Sylgrad cookie and UV transmitting optical filter. This filter passed the fast component of the
Csl scintillation light exclusively. Fine mesh PMTs were used in order to maintain the high gain
in the 1.0 Tesla magnetic field. The signals from PMTs were fed to ADC, CFD (Constant Fraction
Disciminator) to TDC, and 500-MHz CCD-based waveform digitizers as in the readout of the
target. The OR of the output signals from CFD, whose threshold was 20 MeV, was used for the
photon veto in the trigger (EC (section2.2)).

2" PMT

3" PMT

Csl
Crystal

86.8 cm

Figure 2.9: Cross sectional (left) and schematic (right) views of the Csl endcap calorimeter.
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2.2 Trigger

Several trigger conditions were designed for the purposes of selecting specific decay modes, cali-
brating detector subsystems, doing acceptance studies, and so on. In the later part of the 1998 run,
a new physics trigger named as “3y trigger” was implemented for the study of radiative K* decays
including K,3,. The definition was represented as:

3y=KB-DC-Te2 (B¢ +4q) - (7T« +8«) - (9+...+21)- EC- HEX - NG3 - prescale.

Each term corresponds to the logical condition determined by the corresponding detector subsys-
tem. The symbol “-” means the logical product, and the symbol “+” used in the the 34 + 44 and
(9 + ... + 21) means the logical sum. The overline used in (7¢ + 84) , (9 + ... + 21) and EC means
inversion. These logical operations are realized on the trigger board.

K B means the Kaon Beam condition and was defined as the logical product of Kaon Cerenkov
(CK), B4 counter (B4), the target (TTsum), and the spill gate. The definition can be translated
as “during the beam spill time, a kaon goes through the Cerenkov counter and the B4 counter,
and then stops in the target”. DC means the Delayed Coincidence and was satisfied when the hit
timing of I-counter was at least 2nsec later than the kaon beam timing determined by the Cerenkov
counter. Te2 means the coincidence of hits of the T-counter and layer 2 counter in the same sector
of RS. “(3¢ + 4¢) - (7T« + 8¢)” in the trigger means that only tracks for which the RS stopping
counter was located in the 3rd to the 6th layer, corresponding to the muons with momentum in
100-160 MeV/c, were accepted. “ng” used in the 34 + 44 means the hit of the n-th RS layer
associated with the charged track. The association was satisfied when the sector of the n-th layer
was in the same or clockwise-next sector of Te2. “n” used in the (9 +... + 21) means the hit of
any RS sector in the n-th RS layer. Thus, (9 + ... + 21) means that no energy larger than the level
of minimum ionizing particles was observed from the 9-th to the 21-th layer of the RS at the kaon
decay time. EC means the EndCap veto. EC assures that no hit more than 20 MeV was observed
in the endcap detectors. HEX is called the hextant cut, which was the online photon veto in RS.
The twenty-four sectors were beforehand separated into six(hexa-) regions and each region was
called as hextant. HEX was true when no activity more than 10 MeV was detected in all hextants
except for one or two hextant where the charged track was located. NG3 means the BV condition
which was satisfied when Number of Gamma counted online was equal to or greater than 3. The
number of electromagnetic showers in the BV was counted by the multiplicity logic unit described
in Sec. 2.1.5. The prescaler was set to 5 to reduce the trigger rate.

In this analysis, other triggers such as Kpi2(1), Kpi2(2), Km2(1) and piscat were used. These
trigger conditions were defined as follows [34], and were also prescaled properly to reduce the
trigger rates.

Kp|2(1) = KB-Te2- (6Ct + 7(;'[) . (lgct + 20Ct + Zlct)
Kpi2(2) = KB-1C-DC-Te2- (64 + 7a) - (19 + 20q + 20a) - HEX - L1.1 - L1.2
Kmu2(1) = KB-Te2- (6q +7a) - (194 + 204 + 214)

piscat = piB-DC-1C-Te2- (64 + 74)- (20 + 21) - EC + BV - HEX

pi B was satisfied when pion PMTs (instead of the kaon PMTSs) in the Cerenkov counter had a hit in
the KB definition. L1.1 and L1.2 were higher level triggers which enabled the 7" identification in
the Kpi2(2) trigger by exploiting 7* — u* decay in the RS stopping counter with TD information.
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2.3 Data Acquisition
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Figure 2.10: DAQ System in the E787 experiment in 1998.

All the modules such as ADC, TDC, TD and CCD were set in the Fastbus crates (Fig. 2.10).
The data were stored in SSP (Slac Scanner Processor) in each Fastbus crate. The recorded data
were transferred to Struck 340/SFI controller during off spill time. Struck 340 was embedded with
VME. The VxWorks on the CPU (Motorola MVME2604) enabled multi-task operation, so that
data-collection and data-transfer were performed in the same time. The data were transferred to
the workstation (SGI Challenge) via Ethernet (100BaseT) and were recorded to the DLT tapes.
The event size was about 100KByte due to the waveform information in TD and CCD.
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2.4 Data taking

The 3y trigger data was taken from September 17 to December 31 in 1998. The number of 3y
trigger events was 9.3836 x 10°, which corresponded to the data size of 1 TByte.

The number of K* decay during the running period was 1.7447 x 10*2. Taking into account the
prescale factor of 5, the effective number of K+ decays in this measurement was 3.4894 x 10!,

The range vs momentum distribution of the charged track in the events obtained by the 3y
trigger is shown in Fig.2.11. The reconstruction of charged track and details of background sources
are explained in the forthcoming chapters. It is worth mentioning that the K* — n*n° (K,) decay
cluster had a broad distribution in the range because, in these events, #* had nuclear interaction in
the RS before losing all the kinetic energy due to minimum-ionization loss with the Bethe-Bloch
formula. This phenomenon was unexpectedly large, but was easily removed by requiring that the
momentum, which was properly measured in UTC, should be smaller than the monochromatic
peak of 205 MeV/c.
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Figure 2.11: Range vs momentum distribution of the charged track in the 3y-trigger data.
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2.5 E787 Monte Carlo simulation (UMC)

The Monte Carlo simulation package (UMC) was developed for the E787 experiment based on
EGS4 [35]. Since only the electromagnetic shower simulation is implemented in EGS4, other
physics processes such as particle decays and x/u interactions in the materials were introduced to
the EGS4 framework. The energy deposits of a charged track were calculated based on the Bethe-
Bloch formula. The resulting scintillation light (and the visible energy) was estimated by the Birk
formula, in which the light output L of organice scintillators is described as

% o« dE/dx
dx 1+ kgdE/dx

with kg = 0.01 g/ MeV-cm? [36].

In this analysis, several K* decay modes were simulated for the acceptance calculation and
background estimation. The K 3,, K3, K* = 7% ve(Keg), KT — 7 7%7%(Kys), K — 7 7%(Krzy),
K* - uv,(K,2) and K* — n*7%(K,2) decays in the E787 detector were generated by UMC.

For three or four body decay, the decay matrix elements should be calculated. The computer
codes for the squared matrix element of the K3, decay were taken from the DA®NE Physics
Handbook [5]. The K3, Monte Carlo data were generated in the kinematic region E, > 20 MeV.
For the matrix element of K* — n*n%°, the following formula was used:

(2 - 81)]2
e, ’

T

(S5 — %)
me,

T

+h

2
||\/||20c1+g (SB_SO)] Tk

7,

where s = (Pc - P)? = (M —m)?—2mkTi, So = 2 X s = $(mMZ + M2+ m2+m3) and i indicates the
i-th pion. 7" was chosen as the third pion (i = 3). The values g = 0.626, h = 0.52, and k = 0.0054
were taken from Reviews of Particle Physics [23].

The total numbers of events in the Monte Carlo production are summarized in Table2.1.

mode | #generated events conditions trigger | resource (CPU TIME)(sec)
K.z, 1.0000 x 10° E, > 20 MeV 3y 3.6 x 10/
K3 2.9743 x 10%° nothing 3y 7.3x 108
K3 4.300 x 10° nothing 3y 1.4 x 108
Ky2, (1B) 3.000 x 10° 20 < T+ < 95 MeV 3y 1.0 x 10°
K2, (DE) 2.500 x 108 20 < T+ < 95 MeV 3y 8.7 x 10°
Kes 3.910 x 108 nothing 3y 1.3 x 10/
K.z 6.0 x 10% nothing Kmu2(1) 9.1x 102
Koo 1.0 x 10° nothing Kpi2(1) 2.5x10°

Table 2.1: Monte Carlo production: “CPU TIME” corresponds to the time consumption with a
CPU of Intel(R) Xeon(TM) 2.80GHz enabled hyper-threading.
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Chapter 3
Offline Analysis

With the “3y trigger” in E787, we collected the events of the K* decay with a charged track of
short range in the RS (corresponding to the muons with momentum 100-160 MeV/c) and three
photons in the BV detector in the final state. We selected the K* — %" v,y candidate events from
them by several steps of offline analysis, which are described in this chapter.

The system of coordinates of the E787 detector in this analysis was defined as follows. The
origin of the coordinates was at the center of the detector. The z axis and y axis were defined
along the beam direction and to the vertical direction, respectively. The x axis, in the horizontal
direction, was defined so that the system satisfied the right-handed coordination.

3.1 Event reconstruction

3.1.1 charged track reconstruction

The procedure of charged track reconstruction in this analysis is the same as that used in the stan-
dard E787 analysis. Three detector subsystems: the target, UTC and RS were used to reconstruct
the momentum (P), range (equivalent cm of plastic scintillator, R) and the kinetic energy (T).

The target pattern recognition was made by examining the time, energy and position of the
fibers which had both ADC and TDC hits. The “kaon fibers” were determined by selecting the
fibers which had larger energy deposit (typically > 4 MeV) at the B4 time and were located beside
the extrapolated track from UTC. The kaon decay vertex was determined by taking the kaon fiber
that was closest to the extrapolated track; the z coordinate was calculated from the track position
at the fiber. The “track fibers” were selected by taking the fibers which had small energy deposit,
consistent with minimum ionizing particles, at the time of kaon decay from the u* track in RS and
which were located along the extrapolated track.

The UTC track reconstruction was made separately in the xy and rz planes. In the xy plane, a
circle was fitted to the positions calculated from the drift distance in each sense-wire hit. In the rz
plane, a straight line was fitted by using cathode strip hits, and the polar angle of the charged track
was obtained. The momentum in UTC was calculated from the radius of the circle in the xy fit and
the polar angle in the rz fit.

The RS counters hit by the charged track was selected from the counters whose timing was
closest in time to the online T - 2 timing (detector strobe). Starting from the T-counter hit and the
2nd layer counter hit, the RS hit of the outer layer in the same sector was considered to be the next
hit of the track. If no hit was found in the same sector, the hit of the same or outer layer and in
the adjacent sector (to the clockwise direction, for the transportation of positively charged particle
in the magnetic field) was identified as the hit of the same track. If no more hit was found by this
algorithm, the last counter was recognized as the RS stopping counter. In order to calculate the
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range of a charged track in the RS, the technique of track fitting was adopted. Transportation of a
charged track in the RS was simulated with the muon assumption in the K* — 7%*v,y analysis,
by losing energy with the Bethe-Bloch formula and by bending in the 1 Tesla magnetic field. By
varying the momentum and the incident angle of the track at the innermost radius of the RS, track
transportation was repeated until the track matched the sector crossing points in the RS and the
energy loss in the stopping counter. The y? probability was calculated to evaluate the quality of
the fitting. In the rz plane, the agreement between the extrapolated UTC track and z measurements
based on the end-to-end time differences in the individual RS counters was evaluated with the y?
probability of the sum of residuals.

The momentum measured in UTC was corrected for the energy loss suffered by the charged
particle with the observed track length in the target, in order to determine the total momentum P.
The total range R was calculated from the track length in the target and in the RS. The track length
within the RS stopping counter was measured from the energy deposit in it. The total Kinetic
energy T was determined by adding up the energy deposits of the charged track in the scintillators
of the target and the RS, taking account of the losses in inactive materials such as wrapping and
chamber materials.

3.1.2 photon reconstruction

For the K* — 7" v,y analysis, three photons in the final state were detected and measured by the
BV, which covered two-thirds of the solid angle. For each BV module, in order to remove the hit-
position dependence along the z direction, the energy deposit was determined by the geometrical
mean of the energies measured in both ends and the timing was determined by the average of the
times in both ends. The energy calibration of the BV hits was performed by using the energy
deposits from cosmic-ray muons, and was verified by reconstructing the monochromatic energy
(245.6 MeV) of the two photons from #° in the K¥ — 7*z° decay at rest.

Figure 3.1: Example of the BV clustering: modules in five BV sectors are drawn in the cross-
sectional view, and the modules with hits are indicated in gray. Two clusters are observed in this
example.

Electromagnetic showers due to the photons spread out in the BV and the energy was recorded
in the modules. Thus an algorithm of shower reconstruction (“clustering” in the BV) was neces-
sary. Adjacent hit modules whose visible energy was more than 0.2 MeV and whose timing was
within +6.0nsec of the u* track time were grouped into a “cluster” (e.g. Fig. 3.1). The location of
the shower (X, y, z) was obtained as

2 EiX
YE’

where E; and X; indicate the energy and the x-coordinate of the i-th module in the cluster, respec-
tively. The y and z coordinates were calculated in the same way. The hit position of each module
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in the end view (X;, y;) was determined from the center position of the cross section of the module.
The hit position along the beam axis (z) was calculated from the the energy-weighted mean of the
z-measurements with TDCs and ADCs of the PMTs in both ends of the modules:

, z" +z"VE/10
1+ +E/10
where z" and z” are the TDC-based and ADC-based z-measurements, respectively.
L

.
e T

Figure 3.2: Hit position (2) along the beam axis in the BV; the total length (190 cm) of the BV
module is denoted as “L”.

For the the TDC-based z measurement, effective speed of scintillation light in the BV module
() was needed. Although the speed of light in BV should naively be determined by the refractive
index of the material, the speed was affected by the geometry of the module and the path of light
to reach the end. Using the notation in Fig. 3.2, the timings of both ends are represented as :

T. = (L/2+2)/«, and
T> (L/2 -2)/x,

where T, and T, are obtained from the TDC measurements. The TDC-based z measurement is
represented in the following formula with an offset parameter Or.

7' = «(T1-Ty)/2-07

For the ADC-based z measurement, attenuation length of scintillation light (1) was needed.
The measured energies in both ends are expressed as follows.

L/2
A = Eexp(- [2+2

)

L/2 -
/ 2

As Eexp(—

Thus the ADC-based z-measurement is represented with an offset parameter Oa.
A
' = §|09(A1/A2) — O

The cluster energy, by the sum of the energy in each module:

Eduster = Z Ei

is only a part of the shower energy because the detected energy (“visible energy”) is only the energy
loss of the electromagnetic shower in the scintillators. Then the calibration parameter called the
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“visible fraction” was introduced. The visible fraction (VSFR_BV) was defined as the portion of the
energy deposit in the active part of the sampling calorimeter, and was about 0.3 in the BV design
with simulations. The true shower energy was measured by dividing the visible energy with the
visible fraction:

E = Ecluier /VS: R_BV.

Y

The energy calibration of the BV is described in Section 3.2.1.

In the clustering algorithm, if two showers were separated by less than 55 cm and the energy
of one of them was less than 25 MeV, they were combined to a single shower. This avoided
misidentifying a part of an electromagnetic show to be a separate one (“photon-splitting” events),
although four photons from K,z might be misidentified as three photons.

The cluster timing was determined by the energy-weighted mean of the timings in the BV
modules:

£ = 2 Eit;
y - T— —
2 Ei
When multiple showers were observed in the BV, they were labeled as y1, y», . . ., vy, according

to the energy from the highest (1) to the lowest (y,). In this notation, e.g. E,, denotes the third
highest energy of the photons in the final state.

23



3.1.3 Kinematic fit

A least-square fit was used in this analysis to reconstruct the K* — z%*v,y events with one
undetected particle (neutrino) in the final state. This is a technique called “kinematic fit” and has
widely been used in the analysis of high-energy physics experiments [37, 38, 39].

In the mathematical formula of the kinematic fit, there are:

e measured and fitted variablesy;, i (i=1,---,N),

e unmeasured variables &; (j=1,---,J),

e constraints  fy(ny, 72, -+ . N, €160, , &) =0 (k=1,---,K), and
e covariant matrix V,

and the following notations are adopted.

Yy = (y19 Y2, .- ,YN)T
n = (7717 n2,---, UN)T
f = (f1(77’ é‘:)’ f2(77, é:)’ T fK(n’ é:))T

The x? to evaluate the goodness of fit is defined as
Xim = (y-n)"Viy-n).

The mathematical problem is how to minimize y2(;;) under the constraints of f(1,&) = 0. In
order to use the method with Lagrangian multipliers, additional parameters A; (i = 1,--- ,K) are
introduced. The notation X is defined as A = (14, --- , Ak)". The original problem is now equivalent
to the minimization of y2(1, &, A) defines as follows.

X&) = (y-n"V iy -n)+2Xf(n.€)

The partial derivative of y? by each variable in 7;, &j, and A, should be zero at the minimum of y2.

2
WED - _avity - + 20N, =0,
on;
W2(m, &, 1)
AUED - wmn -0
WP, &) _
a—/lk = 2fk(77’ ‘f) - O’

with the matrices F,, and Fy defined as:

0 fk(n’ é:) and

(Fll)kl = a ’
ui
fu(m,

T

By solving these equations, the fitted variables of »;, & and the minimized x? are obtained. In the
algorithm of the fit in this analysis, several iterations were performed until the y? was converged;
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we gave up when the iteration repeated 20 times. Results of (v + 1)-th iteration are expressed as:
£v+1 EV _ (FfT S—lFf)—lF‘fT S_l'l",
)\v+l S_l[’l" + F€(£v+1 _ £V)]’ and
nv+1 y - VF);I')\V+1’

with the matrices » and S defined as:

T

S

'+ F/(y-n’),and
% Tyv
F)V(E]Y.

In order to monitor the quality of the fitted variables, the variables called “stretch functions”
are introduced. The stretch function sf; to check the difference of the measured and fitted variables
y; and n; is defined as:

2 _ 42
O-Yi O-Tli

where o, and o, are the resolutions of y;, n;, respectively. If the kinematic fit is properly pre-
formed, all the stretch functions should be distributed as a Gaussian distribution with the mean =
0.0 and o = 1.0 and the x? probability distribution should be flat between 0 and 1. Since o, are
not determined in advance, some iterations of tuning the oy, are needed until all stretch functions
and y? probability get reasonable.

In this analysis, four types of kinematic fit were performed with the assumptions of K 5 decay,
K.z decay, K,3, decay, and K, decay. The kinematic fit with the assumption of K,3 or K3
decay was applied and the results were used to select the events for calibrations and to check the
performance of Monte Carlo simulation. In particular, the resolutions used for the muon and the
photons in the kinematic fit on the K 3, assumption (and used in the elements of V' for K ;3,) were
obtained from the studies of the K 3 events and the K3 events, respectively, because we were not
able to collect enough number of K3, decay events in real data for doing the K3, calibration
directly. The parameters for the muon track were “borrowed” from those in the K,z Kinematic
fit, and the parameters for the photons were borrowed from those in the K,3 kinematic fit. The
validity of this method was examined by using Monte Carlo K3, data as explained in Section 3.3.
The K,z kinematic fit was also used to eliminate the K,3 backgrounds. The kinematic fit on the
K2, assumption was used for the studies of the photon energy smearing as well as the acceptance
factors of K3, in Section 6.3.1.

In the kinematic fit on the K3, assumption, there were 13 observables and three constraints.
The observables were:

e Momentum vector of the charged particle (3 variables),

¢ Kinetic energy of the charged particle (1 variable), and

e Momentum vectors of three photons (3 x 3 variables).
The directions of the momentum vectors were defined to be from the kaon-decay vertex position.
In the actual algorithm of the kinematic fit, the kinetic energy T,, momentum P,, azimuthal angle
¢, and polar angle 6, of the muon and the energy E,, azimutal angle ¢, and polar angle 6, of each
photon were used. The constraints were:

e The invariant mass of the total energy and momentum should be equal to the nominal mass

of K™,
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e The kinetic energy and momentum of the charged particle should be consistent with a muon

hypothesis, and

e The invariant mass of one pair of photons should be equal to the nominal mass of 7°.

In the events with three photons in the final state, there are three possible pairings to form the
7° (and assign the emitted photon). In the events with four photons in the final state, there are
twelve possible pairing to form the 7° and to assign the emitted photon. (The remaining one
photon was regarded to be an accidental hit and was ignored in the fit.) Thus, three combinations
in three-photon events and twelve combinations in four-photon events were tested, and the best
kinematic-fitting result was used in subsequent analysis. Events with five or more photons were
discarded in this analysis.

In the K;3-assumed kinematic fitting, there were 10 observables with three constraints. The ob-
servables were: charged track momentum (3 variables), charged track kinetic energy (1 variable),
and the momentum vector of two photons (2 x 3 variables). The constraints were: K* mass (1 con-
straint), u* mass (1 constraint), and 7° mass (1 constraint). In the events with three photons, there
are three possible pairings to form the °. In the events with four photons, there are six possible
pairings to form the 7°. Thus, three combinations in three photon events and six combinations in
four photon events were tested, and the best kinematic-fitting result was used in the subsequent
analysis.

In the K,3-assumed kinematic fit, one photon out of four photons was deliberately ignored in
order to imitate the K3, kinematic fit, and 13 variables with three constraints were used. The
measured variables were: charged track momentum (3 variables), charged track kinetic energy (1
variable), and momentum vectors of three photons (3 x 3 variables). The constraints were: K*
mass (1 constraint), 7+ mass (1 constraint), and 7° mass (1 constraint). It should be noted that
one possible constraint: 7% mass of the third photon and the missing (or ignored) photon, was
not imposed. This kinematic fit was performed only for four photon events. The photon with the
lowest energy was ignored and three possible combinations for the three photons were tested.

In the K,,,-assumed kinematic fit, there were thirteen variables and six constraints. The mea-
sure variables were: charged track momentum (3 variables), charged track kinetic energy (1 vari-
able), and the momentum vectors of three photons (3 x 3 variables). The constraints were: K*
mass(1 constraint), 7+ mass (1 constraint), 7° mass (1 constraint), and the total momentum conser-
vation (3 constraints). Only in this case, the charged track was reconstructed as n*; the presence
of the additional 4 MeV deposit in the RS stopping counter due to the #* — u*v decay at rest
was assumed and was subtracted from the observed energy. This kinematic fitting was performed
only for the three photon events. The three possible pairing to form the 7° were tested and the best
result was used.
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3.2 Calibration

3.2.1 BV visible fraction

The visible fraction VSFR_BV was calibrated by comparing the monochromatic peak of the sum of
the energies of two photons from 0 in the K, decay (K* — #*#°) with the expected value (245.56
MeV), and was obtained to be 0.2922 in real data. In this calibration the Kpi2(2) monitor trigger,
explained in Section 2.2, was used. The K, events were selected by requiring that the momentum,
kinetic energy and range of the n* track were consistent with those of the n* from K, (Fig. 3.3)
and no photon was observed in the photon detectors except for the BV. The results are shown in
Fig. 3.4.

The same procedures were applied to the Monte Carlo K, events; the visible fraction for the
Monte Carlo events was obtained to be 0.2920.

35000 — 25000
30000 — 20000 |- 20000
25000 r B
20000 15000 - 15000 -
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O E 5000 | 5000 |
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Figure 3.3: Momentum (left), kinetic energy (middle), and range (right) of the n* tracks in the
events used for the BV energy calibration. The arrows indicate the region accepted as the n* track
from K.

3.2.2 parameters for BV z-measurement

The z position of the electromagnetic shower in BV was measured from ADCs and TDCs in both
ends. The following relations should be satisfied by using the notation defined in Section 3.1.2.

A
Elog(Al/Az) - OA = K(T]_ - T2)/2 — OT

As shown in Fig. 3.5, a linear fit was made to the two-dimensional plot of Zapc VS Zrpc. The
attenuation length (1) and the offset for the ADC-based z measurement (O,) were obtained for
each BV module, with the assumption that the speed-of-light («) and the offsets for the TDC-based
z measurement (O7) are common to all the counters. The speed-of-light was adopted from the
analysis of the K* — n*7% decay [40] as

k = 17.44 cm/nsec.
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Figure 3.4: n° energy calculated from the sum of the energies of two photons (left) and the invariant
mass of the two photons (right) from K,,. The red lines indicate the nominal values.

The mean value of the attenuation lengths of the BV modules in real data (86.67 cm) was used in
the Monte Carlo simulation.
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Figure 3.5: Linear fit of the ADC-based and TDC-based z measurements to a BV module (left);
x-axis and y-axis are % log (ﬁ—;) and x(T1—T,)/2, respectively. Distribution of the attenuation length
from all the 192 BV modules (right).

3.2.3 parameters for kinematic fitting

In this section, the tuning of the parameters used in the kinematic fit (resolutions in the covariant
matrix) with the K3 and K3 assumptions for real data are explained.
K. events were selected from the 3y trigger sample with the following conditions.

¢ No photon was observed in the RS, I-counters, V-counters, and Endcap counters.
e There were only three photons in the BV.

e The timing of the photon with the lowest energy should not coincide with the charged track
timing and should therefore be due to accidental hits.

e The event satisfied the kinematic fit on the K3 assumption.

The charged track before and after these conditions were imposed are shown in Fig. 3.6. It is
clearly seen that the charged tracks after the selection satisfied the range-momentum relation of
muon, though no direct requirement for muon identification was imposed. The resolution for
each observable was determined through monitoring the stretch function and the y? probability
distribution in the kinematic fit. The tuning results are shown in Fig. 3.7.

The K,z events were selected from the 3y trigger sample with the following conditions. (Re-
minded that charged tracks were reconstructed as u* in the sample.)

No photon was observed in the RS, I-counters, V-counters, and Endcap counters.

There were four photons in the BV.

The timings of all the four photons were close to the charged track time.

The events satisfied the kinematic fit on the K3 assumption.
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quantity unit resolution
kineticenergy T, MeV  0.379x /T,

momentum P, MeV/c +/(0.0227P,)? — (0.00784P,)*
azimuthal angle ¢, mrad  17.6
polar angle 6, mrad  32.2xcosé,

Table 3.1: Resolutions on the muon observables assumed in the kinematic fit on the K 3, assump-
tion.

quantity unit  resolution
energy E, MeV 161x E,
azimuthal angle ¢, mrad 39.8

polar angle 6, mrad 65.6 x cosé,

Table 3.2: Resolutions on the photon observables assumed in the kinematic fit on the K ,3, assump-
tion.

e The momentum of charged track should be less than 130 MeV/c, which corresponds to the
maximum z*momentum from K3 (133 MeV/c).

The resolution for each observable was determined through monitoring the stretch functions and
the y? probability distribution. The tuning results are shown in Fig. 3.8.

The resolutions used for the muon and the photons in the fit on the K 3, assumption are sum-
marized in Table 3.1 and Table 3.2, respectively.

Figure 3.9 (left) shows the invariant mass yy mass (M,,) distribution of the z° from the K 3
events, and Figure 3.9 (right) shows the M, distribution of the #° from the K,3 events. In both
cases, it is demonstrated that two photons from #° are properly selected by the kinematical fit.
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Figure 3.6: Range vs momentum plots of the charged tracks in the sample for tuning kinematic
fitting before (top left) and after imposing the selection criteria for K 3 (bottom left) and K3 (bot-
tom right) in this section, respectively. In the plot for K3, the condition P < 133MeV/c is not
imposed.
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Figure 3.7: Distributions of stretch functions for the 10 parameters in the kinematic fit on the K ;3
assumption (from top left to bottom left) and the y? probability distributions from 0 to 1(bottom
middle) and from 0.05 to 1(bottom right).
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3.3 smearing of the observables in Monte Carlo

The performance of the detector subsystems in the Monte Carlo simulation is usually better than
the performance in the real data. The observables in the Monte Carlo events do not necessarily
reproduce all the distributions from the real data. Instead of tuning the specific kinematic fit res-
olutions for reconstructing Monte Carlo events, the observables in the Monte Carlo events were
properly smeared with deviates drawn from a Gaussian distribution, as explained in this section,
so that the Monte Carlo events were reconstructed with the same kinematic-fit algorithm and res-
olutions as used in the analysis of real data.

In the subsequent subsections, ”g” denotes a random number from the normal Gaussian distri-
bution (with the mean of 0.0 and the sigma of 1.0).

3.3.1 BV energy

For Monte Carlo data, the energy of each BV module was smeared as
Eismeeled = E+ Psmea!ing XgX \/Ei,

where Pgmearing 1S the smearing parameter and the energies are in MeV. In the case that Ef’med got
to be negative, the value was replaced to be 0.1MeV. In order to determine Pgyearing, the Monte
Carlo K* — n*z% events were reconstructed by the kinematic fit on the K,,, assumption. The
best value of Pgnearing, 0.55, was obtained by changing Psmearing @nd monitoring the y? probability
distributions, as shown in Fig. 3.10.
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Figure 3.10: x? probability distributions of the Monte Carlo K,,, events by setting the smearing
parameters Psmearing 10 0.001, 0.46, 0.55, and 0.69 (from left to right).

3.3.2 BV z-offset

The muons from K, decay can easily penetrate the RS counters and reach the BV modules. The
expected hit position in BV (defined as Zrs) can be calculated from the extrapolation of the charged
track reconstructed in the RS. The accuracy of the BV Z reconstruction was evaluated with the
measured z-position in BV minus the expected z-position from the extrapolated track. Z-offset
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smearing was applied with the following formulae:

Zéneared ZA_SZana
Zr e = ZT—szxg, and

Z;neeled TV Emed/lozg”rwed
1+ |/ESTeared/10

where s,, and s, are the smearing parameters for the ADC-based and TDC-based measurements,
respectively. It should be mentioned that the observable Z was not smeared directly but affected
by the smearing in E, Z" and Z” in the calculation. The z-offset smearing parameters were tuned
so that the distributions were consistent for Z, Zrpc and Zapc between the real and Monte Carlo
data. The following three variables in data and Monte Carlo are checked as shown in Fig. 3.11.

Zsmeared

A, = 75 _ 7o
smeared

AZTDC = ZTDC - ZRS
_ smeared

AZADC - ZADC — Zgs

The tuning parameters were s, = 6.59 cm and sz = 8.75 cm.

3.3.3 smearing for charged track

The smearing parameters were obtained from the differences between the resolutions of real data
and Monte Carlo. The resolution of kinetic energy and momentum of charged track (o ea(E,)
and e (P,)) were obtained in the procedure explained in the Section 3.2.3. The resolutions of
kinetic energy and momentum of Monte Carlo data (o-mc(E,), omc(P.)) were determined by doing
kinematic fit tuning without all the smearing, and the following formula was used to estimate the
smearing quantity.

Xsmearing = \/O-rzem (X) - O-%Ac(x) (X = T;n P/l)

The validity of this smearing was confirmed in the kinematic fit in which all smearing was ap-
plied and all the resolutions were adopted. Distributions of the stretch functions of the observables
and the x? probability of the kinematic fit on the K 3 assumption, of the fit on the K,z assumption,
and of the fit on the K3, assumption for Monte Carlo events are shown in Fig. 3.12, Fig. 3.13, and
Fig. 3.14, respectively.
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Figure 3.11: Z position of the photons in BV. Z accuracy for real data (top left), Z accuracy for
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Figure 3.13: Distribution of stretch functions of the 13 observables (from top left to bottom left)
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and x? probability (bottom middle) of the K ,3,-assumed kinematic fit for Monte Carlo K 3, data.
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Chapter 4

Event Selection

In order to verify that the K* — n°%*v,y events were properly reconstructed and to reduce the
contamination of background events, offline selection criteria (“cuts”) were developed and were
imposed to the reconstructed events. Each of the cuts used in this analysis is explained in this
chapter. Studies on the background reduction and signal acceptance are described in the subsequent
chapters.

4.1 Primary selection

The number of 3y trigger events was 9.38 x 10°. After the charged track reconstruction, 6.92 x 108
events survived (PASS1). The following cuts on the charged track were imposed and 2.78 x 10°
events survived (PASS2).

e itgqualt cut:
This cut required that the kaon decay position was located inside the fiducial volume of the
target. The decay position was determined by the pattern recognition of the fiber hits in
the target (in the XY-plane) and by the charged track which was reconstructed in the drift
chamber and was extrapolated to the target (in Z).

e RS stopping layer cut:
The RS stopping layer, reconstructed offline, should be consistent with the trigger condition:
in the 3rd to the 6th layer.

e c0s3d cut:
This cut required that the cosine of the dip angle of the charged track with respect to the
beam axis, cos3d, should be less than 0.5. This corresponds to the fiducial volume of the
drift chamber and Range Stack in the E787 detector system.

e ptot cut:
Events were discarded if the momentum of the charged track P was larger than 190 MeV/c.
Many of the triggered events were due to the K, decay for which 7™ had interactions within
RS counters before coming to rest; these events were easily rejected because the 7* momen-
tum (205 MeV/c) was measured with the drift chamber.

Furthermore, the following cuts were imposed to remove the events triggered by kaon decays
in flight before it came to rest (“single-beam” background events) or by multiple beam particles
into the detector (“double-beam” background events, in particular when another K* came to the
target simultaneously with the K* coming to rest), and 1.41 x 108 events survived.
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e delayed coincidence cut:
To ensure that the charged track came from the K* decay at rest, the charged track timing
(T,) was required to be at least 2nsec later than the timing of the K* entering the target (Tx).
That was called the offline “delayed coincidence” in the E787 analysis. Both T, and T used
in this cut were obtained from the hits in the target.

e beam cuts
The hits in the beam counters such as the Cerenkov counter, beam-wire chambers, and B4
counters were examined and a group of cuts called the “beam cuts” were imposed. The basic
cuts in the E787 standard analysis were adopted. Details of the beam cuts are explained in
Appendix C.

e target cuts
To ensure that the hit pattern of the fibers in the target are consistent with the K* decay
at rest, a group of cuts called the “target cuts” were imposed. The basic cuts in the E787
standard analysis were adopted. The details of the target cuts are explained in Appendix D.

Then, after the photon reconstruction, event were discarded unless three or four photons were
observed in the BV. A total of 1081117 events survived and were used in the subsequent analysis.

4.2 Selection of muon

4.2.1 range-momentum relation cuts

For eliminating e-track events (Kes or Keg,), the measured range R was compared to the measured
Kinetic energy T. The range expected from the kinetic energy by assuming the muon mass, r,(T),
was calculated and |R — r,(T)| was required to be less than 5.0 cm. This requirement is so rough
that the difference of the distributions between real data and Monte Carlo was not considered.

For muon identification, a cut based on the measured range compared to that expected from the
measured muon momentum was imposed. The new variable dr_ratio was adopted (Fig. 4.1) and
was defined as dr_ratio = (R—r,(P))/(r.(P) — r.(P)), where r,(P) and r.(P) were the ranges ex-
pected from the given momentum P by assuming the nominal muon and pion masses, respectively.
dr_ratio should be close to 0 (1) for muon (pion) tracks.

Since Monte Carlo simulation did not reproduce the dr_ratio distribution in real data well,
equivalent cut positions were set for real data and Monte Carlo such that

-0.5 <dr_ratio< 0.35 (for real data),
-0.479 <dr_ratio< 0.206 ( for Monte Carlo).

The distributions of dr_ratio for K* — #%*v,y and K* — x*n% decays in Monte Carlo are
shown in Fig. 4.1.

The cuts in this section were imposed to the events before the kinematic fit; R, P, and T in the
cuts are the measured values and not the one after the kinematic fit.

4.2.2 d—E cut
dx

For the charged track identification and to reject e* tracks in the RS, the energy deposit in each
of the RS counters was checked. Assuming the type of charged particle (u*), the energy deposit
in the i-th RS counter (E,(i)) can be predicted from the thickness of the counter and the kinetic
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Figure 4.1: Distributions of the variable dr_ratio in K* — n%*v,y (left) and in K* — n*x0
(right) in Monte Carlo.

energy (and the velocity) of the charged track when it entered the counter, T;. T; can be calculated
by subtracting the sum of the energy deposits, from the i-th to the stopping counter, from the total
kinetic energy T. The deviation of the measured energy deposit (En(i)) from the predicted energy
deposit (E,(i)) was used as an indicator. The variable edf was defined as

_ SilEn() - Ex(D)

#layers

edf

b

where #layers was the number of layers which the charged particle passed through. The events
with edf > 2.0 MeV were discarded (Fig. 4.2).

4.3 Selection of photons

4.3.1 number-of-photon cut (NG3)

For the K 3, decay, events were discarded unless exactly three photons with > 5 MeV were ob-
served in the BV. This offline cut was not only for identifying the three photons in the final state of
K., but also for detecting the activity due to an extra photon in the BV (“BV photon-veto cuts”).

4.3.2 Photon timing cut

The times of three photons in the final states should coincide with the charged track time. The
timing window for real data was set to be +2nsec. The time window used for Monte Carlo data was
determined by the comparison of K,, photon timing distributions because there was no smearing
on the timing information on Monte Carlo, and was set to be —0.34 + 1.02 nsec. The timing
distributions of real data and Monte Carlo are shown in Fig. 4.3.
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Figure 4.2: Distributions of the variable edf for the muon (left) and electron (right) tracks gener-
ated by the Monte Carlo simulation.

detector element | offset(nsec) | window(nsec) | threshold(MeV)
Endcap 0.50 +2.50 2.40
Range Stack 1.50 +3.50 0.40
target -0.75 +2.00 2.60
I-counter -0.50 +2.50 0.20
collar 2.50 +5.00 0.60

Table 4.1: Photon veto requirements.

4.3.3 photon veto cuts

In order to identify the activity due to an extra photon in the K* decay, tight conditions on the offline
photon detection (“photon veto™) were imposed on the timing and energy of the extra hits in the
Endcap, Range Stack, target, I-counters, collar and micro collar counters. The timing offset, time
window, and visible-energy threshold to each detector subsystem are summarized in Table. 4.1.
The photon veto cuts also ensured that only those events in which the total photon energy from
K., was deposited in the BV (and a part of the showers was not recorded in any other subsystem)
were accepted.

4.3.4 egcut cut

The photon energy should also be sufficiently larger than the online energy threshold; since the
threshold of the online NG3 requirement had been applied to the analog-sum signals separately
for the upstream and downstream ends (subsection 2.1.5), the threshold level depended on the Z
position of the shower in the BV. In order to confirm the effects of the attenuation of the visible
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Figure 4.3: Photon timing relative to the charged track time At, in real data (left) and in Monte
Carlo (right).

energy in the BV, the “Z-position corrected” photon energy, egc; was calculated as:

egci = E,, x exp (‘%),
mean
where Anean = 86.57 cm was the mean value of the attenuation length in the BV modules, L = 190.0
cm was the total length of the BV modules, and Z,, was the reconstructed Z-position of ;.

Events were discarded unless egcut = min(egcy, egc,, eges) was larger than 22.0 MeV. This
condition requires that the photon energy should be greater than 22 (66) MeV for the showers
located at the edge (center) of the BV. This cut was imposed to both real data and Monte Carlo.
Figure. 4.4 shows the E,, versus Z,, plots and egcut distributions in real data and Monte Carlo.
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4.35 fused cluster cut

This cut was designed for the purpose of removing the background events due to “fused cluster”
in the K,z decay, in which two out of four photons from two 7° were emitted to the same direc-
tion and the two electromagnetic showers in the BV overlapped each other and were reconstructed
as a single cluster. The fused cluster could occur through two mechanisms: “odd” combination
and “even” combination of the photons. The even combination means the overlap of two photons
are originated from the same n°, while the odd combination means the overlap of two photons
originated from different z%. It was confirmed by Monte Carlo studies that the case with even
combination was negligible; thus the case with odd combination should be considered. Two in-
variant masses my, and my3 can be calculated by assuming that, in the fused cluster y; with the
energy of Ej, there are two photons with energies of x; and E; — x; with the same azimuthal and
polar angles, where x; is a parameter that varies from 0 to E;.

@

El - X * X
91@05931
- N E8
2% '«
€

As illustrated in the figure above,

V2E2(E1 — X1)(1 — c0s 612)
V2E3x; (1 — COS 631)

My2(X1)
My3(X1)

and a new function F1(X,):

Fi(x) = \/(mlz(xl) — My)? + (Myz(X1) — Myo)?

are calculated with the nominal mass of 7% m. If there exists a value of x; which gives F1(x;) ~ 0,
it suggests y; is a fused cluster. F1(X;) is positive by definition; the minimum value F1(X;) is worth
monitoring. Although the minimum value can be obtained analytically, the rigorous expression is
extremely complicated. Thus an approximate value (defined as minF,) is practically determined
by the minimum value by changing x; from 0 to E; in 1 MeV step, i.e.

minF; = min(F1(1MeV), F1(2MeV), - - - , F1(int(Ey))),

where int() means the function which returns the integer part of the argument. Applying the same
procedures to other two photons, the minimum value of F1(X;), F2(X.), and F3(xs) with all possible
values of X3, Xp, and Xs, respectively, named DPSQ(= min(minF,, minF,, minF3)), was obtained.
DPSQ would be small if an event was from K3 and one of y4,y,, and y3 was the fused cluster.

On the other hand, the invariant masses of two out of the three reconstructed photons: m,,,,,
m,,,,, and m,,,. were calculated, and the minimum of |m,,, — M|, M, ,,, — Mo, and |m,,,, — M|,
named CHKSPZ, was obtained. If an event was from K3 with odd combination, the invariant mass
of any two photons should not be close to m, and thereby CHKSPZ would be large. Figure 4.5
shows the DPSQ vs CHKSPZ plots for the K 3, events and the K,z background events (after impos-
ing the BV photon cuts and the photon veto cuts) generated by the Monte Carlo simulation. DPSQ
was required to be more than 30 MeV/c? and CHKSPZ was required to be less than 21 MeV/c2.
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Figure 4.5: Plots of the variables DPSQ vs CHKSPZ for the K 3, events (left) and K3 background
events (right) generated by the Monte Carlo simulation. The events in the red rectangle area
(DPSQ > 30 and CHKSPZ < 20) were selected. The blue rectangle area (18 < CHKSPZ < 60 and
DPSQ < 21) will be used in the K3 background studies to tag the K3 fused-cluster backgrounds.
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4.3.6 €' bremsstrahlung cut

In order to remove the events with the photon due to bremsstrahlung of the e* track from the
K* — n%*ve (Ke) or KT — n%*vey (Kes,) decay within the RS, the angle between the direction
of the hit position of the charged track at the RS T-counter from the center of the detector system
and the direction of each of the photons from the kaon decay vertex position was checked. Events
were discarded if the cosine of the angle, named amings, was larger than 0.9 (i.e. the angle was
less than 26°), because the photon could be due to the bremsstrahlung. The distributions of amings
for K* — 7%*v,y and K* — n%"v, decays in Monte Carlo are shown in Fig. 4.6.
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i 15000 [
20000 e R - -
L 12500
15000 |~ ] 0000 For .
10000 """""""" """"""" 700 ? """""""""""""""""""""""""""""" J
B 5000 e A :
e -
O L1 1 | L1 1 ‘ T ‘ T O :\ L1 1 ‘ T ‘ [ B ‘ |
-1 -0.5 0 0.5 1 -1 -0.5 0 0.5 1
amingsinK amingsinK 4

Figure 4.6: Distributions of the variable amings in K* — n%*v,y events (left), and in K* —
ne*v, events (right) generated by Monte Carlo simulation.

4.4 Kinematic fit

441 Kz, likelihood cut

The x? probability of the kinematic fit on the K3, assumption, Prob(,\gfw), was required to be
more than 10%, as shown in Fig. 4.7.

4.4.2 K,z likelihood cut

In order to suppress the K3 backgrounds, the events whose y? probability of the kinematic fit on
the K,z assumption, Probc\gf(ﬁ), was more than 10% were discarded, as shown in Fig. 4.8.
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Figure 4.7: Distribution of Probcyfw) from the events generated by Monte Carlo simulation
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Figure 4.8: Distributions of Prob(,yﬁﬂa) for the K3, events (left) and K3 events (right) generated
by Monte Carlo simulation.
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4.5 Cuts after the kinematic fit

4.5.1 missing energy cut

The energy of the undetected particle (neutrino) in the final state, E,, should be larger than 60
MeV, as shown in Fig. 4.9. This cut suppressed the K,,, background events, in which E, should
be small. It is worth mentioning that the peak position of E, for the K, is shifted to be +30 MeV
because the kinetic energy of the charged track was calculated with the muon assumption and the
invariant mass of the charged track was deliberately fitted to the muon mass.

x 102
%0000 F 2000 ©
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10000 = 1750 £
60000 1500 —
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40000 — 1000 -~
30000 750 |
20000 500 —
10000 250 —
O F‘ L1 1 ‘ L1 1 ‘ | I | ‘ L1 O ; I | ‘ L1 | [ | ‘
0 50 100 150 200 0 50 100 150 200
EV for KuSy (Me\/) EV for Kr|2y (Me\/)

Figure 4.9: Distributions of E, from the K3, events (left) and the K, events (right) generated by
Monte Carlo simulation.

452 M, cut

If decay-in-flight occurred to the 7* from the K, decay, the event topology is the same as the
K.,s, decay. When the u and v came from a n* decay-in-flight, the invariant mass of the muon and
neutrino, M,,, should be close to the 7* mass. In order to suppress the background events with the
= decay in flight, M,,, was required to be larger than 200 MeV/c?, as shown in Fig. 4.10.
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Figure 4.10: Distributions of the M,, from the K 3, events (left) and the K,,, events (right) gener-
ated by Monte Carlo simulation

52



453 6, cut

The polar angle of the neutrino momentum vector with respect to the beam axis, 6,, should be
larger than 26° (| cos6,| < 0.9) to prevent a photon in the final state from escaping along the beam
direction and being undetected.

4.6 Data reduction

After imposing the cuts described in the above sections, 178 events survived. The reduction of the
events after imposing each the cuts is summarized in Table 4.2.

cut # of events | reduction

(input) 1081117
range-momentum relation cut 346418 3.12
dE/dx cut 338431 1.02
number of photon cut 99680 3.40
photon timing cut 61718 1.62
photon veto cuts 45549 1.35
egcut cut 10874 4.19
fused cluster cut 6319 1.72
e bremsstrahlung cut 4553 1.39
K.s, likelihood cut 2630 1.73
K3 likelihood cut 360 7.31
missing energy cut 297 1.21
M, cut 190 1.56
6, cut 178 1.07

Table 4.2: Data reduction after imposing each of the cuts in this chapter

4.7 Signal region

471 E, cut

The energy of the emitted photon, E,, should be larger than 30 MeV. The distribution of E, to the
Monte Carlo K3, events is shown in Fig. 4.11.

472 6, cut

The angle between the u* track and the radiative photon should be > 20° The other requirement
was 6,, < 60° to improve the proportion of the correct pairing to 7° ( 86% in the final sample)
and to suppress the K,3 background. In other words, 6,, should satisfy 0.5 < cos#6,, < 0.94. The
distribution of cosine of 6,, to the Monte Carlo K 3, events is shown in Fig. 4.12.
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Figure 4.12: Distributions of the cosine of 6, in the K 3, events generated by Monte Carlo simu-
lation.
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Chapter 5

Background expectation

5.1 Background sources

The momentum of the charged particles from K* decays at rest is shown in Fig.5.1. The signature
of K3, is @ muon and three photons, including two photons from #°, in the final state. Kaon
decays with a single charged track in the similar momentum region as K3, and at least one #° in
the final state are potential background sources. The background events are contained in the 3y
trigger sample by mis-identification of the charged track (K2, Kys, Kes, Kes,), mis-counting of the
number of photons which might occur due to accidental hits (K,3), photon detection inefficiency
(Kxa), fused cluster (K3), or the two photons from #° reconstructed as three showers (K,3).

7O ©
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Figure 5.1: Momentum distribution of the charged particles from K* decays at rest. The solid
histogram shows the distribution of the muon from K3,
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5.2 K3 background

K.3 decays associated with an extra cluster in the BV due to accidental hits were called the “K ,3-
1” background. The K,3-1 background was studied with real data from the 3y trigger. In order to
study the accidental hits in the BV, the photon whose timing relative to the muon time, At,, was
most deviated was examined. As the side-band for the background study, the off-timing region
(IAt,,| > 3nsec, |At,,| < 2nsec, |At,,| < 2nsec or |At,| < 2nsec, |At,,| > 3nsec, |At,,| < 2nsec
or |At,,| < 2nsec, |At,,| < 2nsec, |At,,| > 3nsec) was selected from the events which satisfied
all the offline cuts except for the photon timing cut (|At,| < 2nsec). The At, distributions of the
two photons to form the 7° and of the radiative photon are shown in Fig. 5.2. Fig. 5.3 shows the
cos8,, vs E, plot of the events with a photon on the interval 3 < |At,| < 6nsec in real data; the
number of events in the signal region was 11. The number of background events in the signal
region (JAt,,| < 2.0nsec , |At,,| < 2nsec, |At,,| < 2nsec) was estimated with the assumption that
the timing distribution of the BV cluster due to accidental hits was constant. The background level
was estimated to be 11/(6nsec/4nsec)=7.3 + 2.2 events.
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Figure 5.2: At, distributions of the two photons to form the z° (left) and of the radiative photon
(right) in real data.

K., decays associated with an extra cluster in the BV when the showers due to the two photons
from 7° were reconstructed as three showers, i.e. when a shower was reconstructed as two clusters
in the BV, were called the “K 3-2” background. Since it was difficult to isolate the sample of the
K,3-2 background from the real data, the background was studied with the sample generated by
Monte Carlo simulation. A total of 2.3567 x 10'°K 3 decays were generated, and no event survived
after imposing all the cuts. The background level of K,3-2 was estimated to be < 0.35 events at
the 90% C.L. by normalizing it with the sensitivity of this measurement (in Chapter 6) and was
omitted from the background estimate.
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Figure 5.3: Distribution in cos6,, vs E, of events selected as the K,3-1 backgrounds. The box
indicates the signal region.
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5.3 Ky, background

K2, decay events in which the 7+ was misidentified as a muon or decayed in flight before it came
to rest in the RS were called the K,,, background. Since it was difficult to isolate the sample of
the K,,, background from the real data, the background was studied with the sample generated
by Monte Carlo simulation. A total of 5.20 x 108 K, decays with the photon emitted by Inner
Bremsstrahlung (described later in subsection 6.3.1) were generated, and 22 events survived after
imposing all the cuts. The background level of K,,, was estimated to be 0.38 + 0.08 events by
normalizing it with the sensitivity of this measurement. The reliability of the K,», Monte Carlo
was confirmed by the comparison between the peak in the missing energy (E,) distributions of the
real data and Monte Carlo for the charged tracks that satisfied the range-momentum relation of
n*(Fig. 5.4).
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Figure 5.4: Missing energy distributions of real data (black) and K., (red) and K. (yellow) Monte
Carlo for the charged tracks that satisfied the range-momentum relation of the z*. In this plot, the
missing energy cut E, < 60 MeV was not applied

5.4 Ke(y) background

Kes, decays for which the e* was misidentified as a muon, or Kes decays with the e misidentifi-
cation and an extra cluster in the BV or a photon due to bremsstrahlung were called the “Keg,)”
background. The K,y background was studied with the real data by using the dE/dx cut to the
charged track. The dE/dx cut was inverted to enhance the e* track events, but no event was left
after imposing all the other analysis cut. In order to study the performance of the dE/dx cut,
the events with the charged tracks which did not satisfy the range-momentum relation of u* nor =*
(Fig. 5.5(left)) were selected as the e* track events (M = 236865 events in total). After the inverted
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dE/dx cut was imposed, N = 162288 events survived (Fig. 5.5(right)); the tagging efficiency of the
inverted dE/dx cut was estimated to be N/M = 162288/236865 = 0.685. The further rejection of
the dE/dx cut on e* track was also estimated to be M/(M — N) = 236865/74577 = 3.18. By com-
bining these, the background level of Keg(,) was estimated to be < (2.3/0.685)x1/3.18 = 1.1events
at the 90% C.L. and was omitted from the background estimate.
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Figure 5.5: Range vs momentum plot of the charged tracks selected as the e* track events (left);
distribution of the variable edf used in the dE/dx cut for the e* track events (right).
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5.5 K,z background

5.5.1 overview

K3 decays in which the 7* was misidentified as a muon or decayed in flight before it came to rest
in the RS, and at the same time one of the four photons from two 7° was undetected, were called
the K,z background. The disappearance of a photon was either of the three mechanisms: through
inefficiency due to very narrow gaps between counters, inactive material, etc. in the BV, through
the inefficiency in the other subsystems: Endcap, Range Stack, target, I-counters, and collar and
micro collar counters, or through the fused cluster in the BV. The K3 background was studied with
the real data, in particular, with the muon identification cuts and the cuts to veto the undetected
photon.

5.5.2 Bifurcation technique

In the E787 experiment, for background studies with the real data, an analysis technique named
“bifurcation” was developed. Two independent sets of offline cuts were established for each type
(or mechanism) of backgrounds. At least one of these cuts was inverted during the background
studies in order to enhance the background events collected by the 3y trigger as well as to prevent
candidate events from being examined before the studies were completed. In order to avoid con-
tamination from other background sources, all the offline cuts except for those being established
were imposed on the data.

In order to explain the bifurcation technique, a simplified case is presented (Fig. 5.6). The two
independent sets of cuts are named as “cutl” and “cut2”, respectively. All the cuts except for the
cutl and cut2 are called the “setup cuts”. After the setup cuts are imposed, there should remain
only the events due to the specific background source (designated as type-i) and the signal events.
In Fig. 5.6, the events in each of the regions A, B, C, and D are:

Na = #signal + #BG) ,

Ng = #BGj,
Ne = #BGL,
Np = #BGj,

where Na, Ng, Nc, and Np are the numbers of events in the regions, and #BG‘X represents the
number of the background events in the region X. The region A is considered to be the region
where the signal events are concentrated, and #signal is the number of signal events in it. The
regions B,C, and D mean the cutl, the cut2, and both the cutl and cut2 are inverted and thus are
set to be looser than in the signal region, respectively, and are thought to be the regions where the
background events are enhanced.

If cutl and cut2 are uncorrelated, #BG!,/#BG} should be equal to #BGL/#BG},. Thus, the
background level in the region A (the signal region), #BG',, can be estimated from the observed
number of events in the other regions as #BG} x (#BGL./#BG}) = Ng x Nc/Np = Ng/(Np/Nc),
where the ratio of Np/Nc is particularly called as the rejection factor or “Rejection (R)”.

In the K3 background studies, the cutl was the range-momentum relation cuts for muon iden-
tification and the cut2 was the number-of-photon cut (to the inefficiency of the BV), the photon
veto cuts (to the inefficiency of the other subsystems), or the fused cluster cuts (to the fused cluster
in the BV). To invert cutl, the events with the charged track that satisfied the range-momentum
relation of n* (“n-band events”) were selected; the momentum was also required to be less than
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115 MeV/c to select the K3 events and to remove the K, events. To invert cut2, the events which
failed the number-of-photon cut, the photon veto cuts, or the fused cluster cuts were selected.

ot cut2
®)
®)
|

C D

A B

signal region Cut 1
>
Looser

Figure 5.6: Pictorial explanation of the bifurcation method.

5.5.3 Photon inefficiency of the BV

The background due to the photon inefficiency of the BV was studied with the number-of-photon
cut (Fig. 5.7). K,z decays were tagged by the requirement that the number of photons in BV
was equal to 4 ; this requirement is abbreviated as “NG4” in Fig. 5.7. The tagging efficiency of
“NG4” to the K3 decay was measured in the right branch in Fig. 5.7, in which the K3 sample was
selected by the low-momentum charged tracks (<115 MeV/c) in the n-band events. The ratio of
the number of the NG4 events to the total sample (¢ = N;/N, = 3330/3779 = 0.881) was regarded
as the tagging efficiency. The rejection R of the number-of-photon cut, i.e. the requirement that the
number of clusters is exactly three (abbreviated as “NG3” in Fig. 5.7), was also estimated in the
right branch. Additional cuts (labeled as the “no overlap tagging & missing direction” cuts) were
imposed in the right branch to avoid the contribution of other two K3 background mechanisms.
The “missing direction” cut required that the missing momentum should go to the BV region. The
BV region was defined with the cosine of the polar angle of the missing momentum to be from
-0.7 to 0.7. The “no overlap tagging” is described in the next subsection. The rejection R was
estimated with the ratio of the number of events after imposing the “no overlap tagging & missing
direction” cuts, M, = 383, to the number of events in which only three photons were observed in
the BV, M1 = 56, as R= M,/M; = 383/56 = 6.8. In the left branch for normalization, all the cuts
except for NG3 were imposed to the tagged K3 events. Figure 5.8 shows the cos 6, vs E, plot of
the events after imposing the cuts in real data; the number of events in the signal region was 45.
Finally, the number of backgrounds was estimated to be:

n/e x1/R

45/0.881x 1/6.8
7.5+15.
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Real Data

setup cuts
K. tagging: NG4 Kxs tagging
m-band,P< 115MeV/c
N, =3779events

All the cuts NG4 no-overlap tagging

except for NG3 & missing direction
M, =383events
NG3
n =45events N; =3330events M, =56events

Figure 5.7: Bifurcation chart for the K3 background through the inefficiency of the BV.
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Figure 5.8: Distribution in cosé,, vs E, of events selected as the K3 BV inefficiency background.
The box indicates the signal region.
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5.5.4 Photon inefficiency of the other subsystems

The K,3 background due to the photon inefficiency of the other subsystems was studied with the
photon veto cuts (Fig. 5.9). K,z decays were tagged by the inversion of the photon veto cuts
(detection of the activity due to an extra photon in the other subsystems than the BV). The tagging
efficiency of the inverted photon-veto cuts to the K,3 decay was measured in the right branch in
Fig. 5.9, in which the K,3 sample was selected by the low-momentum charged tracks (< 115
MeV/c) in the m-band events. The ratio of the number of the events which satisfied the inverted
photon-veto cuts to the total sample (¢ = N;/N, = 430/824 = 0.522) was regarded as the tagging
efficiency. The rejection R of the photon veto cuts (abbreviated as the “PV cut” in Fig. 5.9) was
also estimated in the right branch. An additional cut on the direction of the missing energy in the
kinematic fit (labeled as the “direction of missing momentum” cut in Fig. 5.9) was imposed in
the right branch so that the undetected photon from the K3 decay should go to the direction other
than the BV. On the other hand, the “missing direction” cut in Fig. 5.7 (and Fig. 5.10) required
the undetected photon from the K3 should go to the direction of BV. The accepted region was
[-0.9,-0.7] or [0.7,0.9] in the cosine of the polar angle of the direction of the missing momentum.
The rejection R was estimated with the ratio of the number of events after imposing the “direction
of missing momentum” cuts, M, = 227, to the number of events which survived the photon veto
cuts, My = 49, as R = 227/49 = 4.6. In the left branch for normalization, all the cuts except for
the photon veto cuts were imposed to the tagged K3 events and the number of remaining events
(n = 2) was counted. Finally, the number of backgrounds was estimated to be:

n/e x1/R 2/0.552 x1/4.6

0.8 +0.6.

5.5.5 Fused cluster in the BV

The K,z background due to the fused cluster in the BV was studied with the fused cluster cuts,
i.e. the DPSQ and CHKSPZ cuts (Fig. 5.10). K,z decays were tagged by the requirement that
DPSQ < 21 and 18 < CHKSPZ < 60 in Fig. 4.5 in page 48; this requirement is labeled as
the “overlapped photons” cut in Fig. 5.10, and was to invert the fused cluster cuts (detection of
the fused cluster in the BV). The tagging efficiency of “overlapped photons” to the K,3 decay
was measured in the right branch in Fig. 5.10, in which the K3 sample was selected by the low-
momentum charged tracks (< 115 MeV/c) in the n-band events. The ratio of the number of the
“overlapped photons” events to the total sample (¢ = Ny/N, = 729/1754 = 0.416) was regarded
as the tagging efficiency. The rejection R of the fused cluster cuts (abbreviated as the “OVP cut” in
Fig. 5.10) was also estimated in the right branch. Additional cuts, label as the “No BV inefficiency”
cut in Fig. 5.10, was imposed in the right branch.

To develop this cut, a new variable chkccl was defined to the Monte Carlo K3 events, as the
cosine of the minimum of the opening angles between the undetected photon (true values in Monte
Carlo generation) and the photon clusters reconstructed in the BV; the events with the chkccl
close to 1.0 are considered to be the fused-cluster events in the BV. From Fig. 5.11 (left), it was
confirmed that the requirement on the missing energy E, in the kinematic fit to be E, < 60 MeV
enhanced the fused cluster events. On the other hand, the cosine of the minimum of the opening
angles between the missing momentum in the kinematic fit and the photon clusters in the BV,
COS Omin(= Max(cos b,,,, cos b,,,, cos b,,.)) was calculated and, from Fig. 5.10 (right), it was found
that the fused cluster events (chkccl ~ 1.0) can be avoided with a negative value of cos 0yn. In
the “no overlap tagging” in Fig. 5.7 for the K,3 background through the inefficiency of the BV, the
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Real Data

setup cuts
Krs tagging: K3 tagging
PV-inverted n-band,P< 115MeV/c
N, =824events
All the cuts . direction of
execept for PV PV-inverted missing momentum
M, =227events
PV cut
n =2events N, =430events M; =49events

Figure 5.9: Bifurcation chart for the K3 background through the inefficiency of the other subsys-
tems.

requirement cos 6, < 0.0 was used. The rejection R was estimated with the ratio of the number
of events after imposing the “No BV inefficiency” cut, M, = 878, to the number of events which
survived the fused cluster cuts, M, = 95, as R = 878/95 = 9.2. In the left branch for normalization,
all the cuts except for the fused cluster cuts were imposed to the tagged K3 events and the number
of remaining events (n = 2) was counted. Finally, the number of backgrounds was estimated to be:

n/ex1/R = 2/0.416x1/9.2
= 05+04.
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Real Data

setup cuts

Kxs tagging: K3 tagging

overlapped photons n-band,P< 115MeV/c
N, =1754events

All the cuts No BV inefficiency

except for OVP cut overlapped photons & missing direction
M, =878events
OVP cut
n =2events N; =729events M, =95events

Figure 5.10: Bifurcation chart for the K,z background through the fused cluster in the BV.
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Figure 5.11: Distributions of the missing energy E, vs chkccl (left) and cos 6, Vs chkecl (right)
in the Monte Carlo K3 events.
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5.5.6 summary of the K,3 background

The background levels of K,3 due to the photon disappearance through three mechanism: the
inefficiency of the BV, the inefficiency of the other subsystems, and the fused cluster in the BV
were estimated to be 7.5 + 1.5 events, 0.8 + 0.6 events, and 0.5 + 0.4 events, respectively; the first
mechanism was dominant. After combining them, the background level of K, 3 was 8.8+ 1.6 events
in total.

5.6 Summary of the background levels

The background levels are summarized in Table 5.1. In total, 16.5 + 2.7 background events were
expected in the signal region.

Sources Background level Sample
K.a-1 7.33£2.2 Data
K,3-2 <0.35(90%CL) M.C.
Kr2y 0.38+0.08 M.C.
Keg(y) < 1.06 (90%CL) Data

Kxa 8.81 £1.61 Data

All Backgrounds 16.5+2.7 -

Table 5.1: Expected background levels in the signal region. “Data” and “MC” in the rightmost
column indicate whether real data or Monte Carlo simulation were used for the estimation, respec-
tively.

66



Chapter 6

Sensitivity for K¥ — 7ro,u+vluy

6.1 Acceptance factors

The acceptance factors for the selection criteria in this measurement were estimated primarily from
Monte Carlo simulation. We generated the K 3, sample at O(p*) in ChPT with E, > 20 MeV. The
energy threshold in Monte Carlo was set to be lower than the offline criteria on the photon energy,
in particular the egcut cut; thus, the acceptance factors and the single event sensitivity in this
chapter are for the K3, decay in the kinematic region E, > 20 MeV. In later, we will first obtain
the partial branching ratio for K 3, in this kinematic region and then convert it into Br(K,s,, E > 30
MeV, 6,, > 20°) and Br(K,s,, 30 < E, < 60 MeV).

A total of 9.32 x 108 K ,3, decays were generated, and 8157 events survived all the online and
offline cuts except for the beam cuts and target cuts. The acceptance factors are summarized in
Tables 6.1 t0 6.7.

cut # of events | acceptance
(K,3, decay) | 932000000 -
KB 931933572 1.000

T2 268055475 0.288

DC 268054941 1.000

3ct + bt 236294968 0.882
7ot + 8t 130357559 0.552
total 0.140

Table 6.1: Acceptance factors for the muon trigger component based on Monte Carlo simulation.

cut # of events | acceptance
(muon trigger component) | 130357559 -
9+---+21) 24152859 0.185
EC 7417335 |  0.307
HEX 6764845 0.912
NG3 794284 0.117
total 6.09 x 103

Table 6.2: Acceptance factors for the photon trigger component based on Monte Carlo simulation.
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cut # of events | acceptance
(photon trigger component) 794284 -
charged track reconstruction and itgqualt cut 714394 0.899
cos3d cut 698233 0.977
stopping layer cut 697005 0.998
ptot cut 697005 1.000
delayed coincidence cut 592802 0.851
total 0.746

Table 6.3: Acceptance factors for the primary selection based on Monte Carlo simulation.

cut # of events | acceptance
(primary selection) 592802 -

range-momentum relation cuts 540521 0.912
dE/dx cut 536053 0.992
number of photon cut 515922 0.962
photon timing cut 468102 0.907
photon veto cuts 377620 0.807
egcut cut 205696 0.545
fused cluster cut 145702 0.708
e" bremsstrahlung cut 130296 0.894
total 0.220

Table 6.4: Acceptance factors for the selection of muon and photons based on Monte Carlo simu-
lation.

The acceptance factors for the beam cuts and the target cuts were measured with the data
sample of K* — u*v, decays simultaneously accumulated with the Kmu2(1) trigger. After the
selection of the monochromatic peaks in the momentum, range, and kinetic energy of the muons
from K, and imposing the itgqualt cut, online and offline photon veto cuts, the delayed coincidence
cut and the cos3d cut, 457457 events remained. Then, after imposing the beam cuts and the target
cuts, 313044 events survived as summarized in Table 6.8; the acceptance factors were 0.684 in
total. After combining the factors in Table 6.3 and Table 6.8, the acceptance factors for the primary
selection was 0.511 in total.
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cut # of events | acceptance
(selection of muon and photons) 130296 -
K.s, likelihood cut 117908 0.905
K. likelihood cut 35783 0.303
total 0.275

Table 6.5: Acceptance factors for the kinematic fit based on Monte Carlo simulation.

cut # of events | acceptance
(kinematic fit) 35783 -
missing energy cut 30825 0.861
M,, cut 24321 0.789
6, cut 23237 0.955
total 0.649

Table 6.6: Acceptance factors for the cuts after the kinematic fit based on Monte Carlo simulation.

6.2 Accidental loss

The 3gamma trigger was defined as follows.

KB-DC-Te2- (3¢ +4u) - (T« +8a) - (9+...+21)- EC-HEX - NG3- prescale

The veto conditions in the trigger: (74 + 8«), (9 + . .. + 21), EC and HEX suffer the acceptance loss
by the accidental hits. For the estimation, the data samples of K, decays and scattered beam pions,
which were simultaneously accumulated by the Kpi2(1) trigger and the Piscat trigger, respectively,
were used. These triggers were defined as follows:

Kpi2(1) = KB-Te2:(6gq+ 7a)- (19« + 204 + 214)
Piscat = piB-DC-I1C-Te2- (64 + 7«)- (20 + 21) - BV + EC - HEX

At first, the accidental loss due to the EC and HEX cuts was determined by the K,2 sample
in the Kpi2(1) trigger. 1470 events were selected by the monochromatic peaks in the momentum,
energy, and range of the K, whose RS stopping layers was up to layer 14. By imposing the EC
and HEX bits, 1298 events remained. The acceptance was thereby 0.883.

The accidental loss due to the range stack hits had to be estimated separately. The accidental
loss due to layer 9 + ... + 19 was estimated by using the scattered beam pions in the Piscat trigger.
A total of 72213 events were selected by the requirements that the RS stopping layer was in layer
6 or layer 7, and the charged track was in the pion band, and with the EC and HEX bits. After
imposing the veto of 9 + ... + 19 to this sample, 55834 events remained. The acceptance was
thereby 0.773.

The accidental loss due to layer 20+21 was estimated by using the K, sample in the Kp2(1)
trigger. A total of 1160 events were selected by the monochromatic peaks in the range, energy
and momentum of the muons from K, whose RS stopping layer was up to layer 14, EC, HEX,
and the layer 15 + ... + 19 veto. After imposing the layer 20+21 veto, 1138 event remained. The
acceptance for the layer 20+21 veto was thereby 0.981 though there were uncertainties due to the
requirement (194 + 20 + 214) already in the Kpi2(1) trigger.
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cut # of events | acceptance
(cuts after the kinematic fit) 23237 -
E, > 30 MeV 22956 0.988
0.5 <cosé,, <094 8157 0.355
total 0.351

Table 6.7: Acceptance factors for the signal region based on Monte Carlo simulation.

cut #events | acceptance

itgqualt cut,
momentum, range, kinetic energy, | 624203
online photon veto cuts

delayed coincidence cut 540788
cos3d cut 529699
photon veto cut 457457

target cuts 402636 0.880

beam cuts 313044 0.777

total 0.684

Table 6.8: Acceptance factors for the primary selection based on the data sample of K* — u*v,
decays.

The accidental loss due to (7« + 8«) was estimated by the offline analysis of the K, sample in
the Kpi2(1) trigger. The activities of the RS modules in layer 7, 8 which were located in the ten
sectors in the counterclockwise region were checked. The acceptance was estimated to be 0.999.

The acceptance factors with the loss due to the accidental hits are summarized in Table 6.9.
After combining the factors, the acceptance factors were 0.669 in total.

trigger condition | acceptance
EC - HEX 0.883
9+---+19) 0.773
20+ 21 0.981

(74 + 8c) 0.999
total 0.669

Table 6.9: Acceptance factors for the accidental loss based on the data samples of K, decays and
scattered beam pions, respectively.

6.3 KT stop efficiency

The single event sensitivity (SES) for K,3, was derived from the total acceptance (including the
accidental loss e = 0.669 in the previous section), the total exposure of kaons entering the target
(KB_L = 3.4894 x 10*! in Section 2.4), and the fraction of kaons entering the target that decayed
at rest, called the K* stop efficiency Fs. KB_L represents a scalar count of the number of incoming
kaons while the DAQ system is ready to accept a new event, and was not equal to the number of
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K* decays at rest in the target. Thus the ratio Fs of the number of K* decays to the number of
incoming kaons should be estimated by data, and the ratio was called the K* stop efficiency. Fq
was obtained by solving the following equation with respect to a specific K* decay mode whose
branching ratio (Br) was well known and which was taken simultaneously with the K+ — #%*v,y
decay.

(# of observed events) = KB_L x Br x Acc x € X Fg

€ is the same acceptance factor for the accidental loss used in the K3, sensitivity, and Acc is the
acceptance to the K* decay mode. In the standard E787 experiment, the conventional method was
to use the K, or K7, decay. In this analysis, the decay modes accumulated in the same 3y trigger,
Kr2, and K3, were used and were compared with the results with the standard method.

6.3.1 Fsfrom the K,,, branching ratio

This method is basically the same as used in the 95 K5, analysis of E787 [40]. The K* —
n*n% decay is dominated by Inner Bremsstrahlung (IB), which is QED radiative corrections to
K+ — #*7° but also has the component in which the photon directly emitted (DE). In the n*
kinetic-energy region 55 < T,+ < 90 MeV the theoretical prediction for the IB branching ratio is
2.61 x 104, which was confirmed by experiments [23]. The branching ratio of the DE component
in the same region was measured to be (4.3 + 0.7) x 107° [23]. For K,,,, the events collected with
the 3y trigger were further prescaled by 8 and were reconstructed with the assumption that the
charged track was a *: the presence of the additional 4 MeV deposit in the RS stopping counter
due to the 7* — u*v, decay at rest was assumed and was subtracted from the observed energy.
The kinematic fit with the assumption of the K,,, decay was also applied to the events.

The procedure of event selection for K, is summarized in Table 6.10. After imposing pri-
mary cuts except for the beam and target cuts, 7" identification cuts, photon veto cuts and photon
selection cuts, 8463 events survived. The missing momentum should be smaller than 100 MeV/c.
(In reality, in the data reduction for K,,, this cut was imposed as a primary cut.) In Table 6.10,
the “prob” cut means the y? probability of the kinematic fit was required to be more than 10% and
the “prob2” cut means, among the three possible pairings of the three photons to form the #°, the
value of the best y? probability was twice or more as large as the value of the worst y? probability.
The 7* momentum P, should satisfy 140 < P, < 180 MeV/c. The polar angle of the radiative
photon 6, should satisfy | cos 6,| < 0.6. Finally, a kinematic variable W was defined as

E2 (Ex+ — PxCOS (6ry))

W2 ,
Mk rnz,,+

where E, is the energy of the radiative photon and 6,-, is the angle between 7* and the photon, and
W was required to be larger than 0.1; this cut was needed for the K., study. We observed 2425
Kr2, €vents,

9.64 x 108 IB K, decays were generated by Monte Carlo in the region 20 < T, < 95 MeV.
279785 events survived all the online and offline cuts. Thus the acceptance was obtained to be
Aunc = 279785/(9.64 x 108) = (2.902 + 0.005) x 10~4. The acceptance factors based on the
Monte Carlo are also summarized in Table 6.10. The two background mechanisms to K,,, were
considered: one was due to charged-track misidentification, and the other was due to the accidental
photon. Both of the background levels were estimated with the number of events observed in the
side-band regions. Accidental photon backgrounds were estimated to be 11.3 + 2.8 events. The
charged-track misidentification backgrounds were estimated to be 74.9 + 13.9 events. Thus, the
background expectation to K, events was 3.6%. The contribution from the DE component of
Kr2, Was also checked. The acceptance was estimated to be 3.094 x 10~* by Monte Carlo. The
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branching ratios were adopted from the PDG value in 55 MeV < T,. < 90 MeV and was scaled
to extended to the kinetic region (20 MeV < T, < 95 MeV), which were 4.12 x 10~ for IB and
8.71 x 107° for DE, respectively. The contribution from the DE component to the IB K,,, events
was estimated to be 2.2%.

Fs from the K2, branching ratio was obtained as:

KB_L x prescalex (A2 x Br'® + ADE x BrPf) x e x Fq,
3.4864 x 10 x 1/8 x (2.902 x 107 x 4.12 x 107*) x (1 + 0.022) x € x Fs,

#observed — #background
2425 x (1 - 0.036)

and Fg was measured to be 0.669 + 0.014.

real data Monte Carlo
cut # of events rejection | # of events acceptance
(MC K,2,-1B decays) - - 9.64 x 108 -
trigger components and primary cuts 93397 1231970 0.00128
range-momentum relation cut for 7* 44354 2.11 1079005 0.876
photon veto cut 25313 1.75 850946 0.789
number of photon cut 16047 1.58 818872 0.962
photon timing cut 13692 1.17 744097 0.909
egcut cut 8463 1.62 480958 0.646
prob 3547 2.39 387401 0.805
prob2 3377 1.05 366907 0.947
140 < P,+ < 180 MeV/c 2633 1.28 301228 0.821
|cosd,| < 0.6 2498 1.05 287849 0.956
W>0.1 2425 1.03 279785 0.972

Table 6.10: Data reduction and acceptance factors for the K, measurement.

6.3.2 Fsfrom the K,3 branching ratio

For a cross check, Fs from the K,z decays in the 3y trigger was also measured. In this case, back-
ground contamination was large due to the accidental y background and the electron background
(Kes+Kesy). Both of them were estimated with the number of events observed in the side-band
regions and were estimated to be 71.3 events and 250.6 events, respectively. The electron back-
ground was estimated by the dr_pi distribution (right plot of Fig. 6.1). dr_pi was defined by the
difference of expected range assuming a =* track from the measured range. Assuming the electron
backgrounds had a flat dr_pi distribution, the contamination was estimated. In the Monte Carlo,
3.0 x 108 K3 decays were generated. Fs was estimated in the momentum range of the charged
track from 100 MeV/c to 136 MeV/c, in which K, contamination is large (left plot of Fig. 6.1).
In real data, 3942 events were observed in the region. Both of the contributions of K,3 and K5,
were used in the measurement of F.

#observed — #background

KB_L x prescale x e x Fg x Z (Aumc' X BI)

i= Kr3, KRZ)/

3.4864 x 10 x 1/8 x € x Fy
%(9.513 x 107® x 1.73 x 1072 + 6.284 x 10™° x 4.1168 x 10™%)

3942 — (71.3 + 250.6)

Fs was measured to be 0.664 and was consistent with the measurement with K,,.
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Figure 6.1: Momentum distributions (left): histogram with error (data), red histogram (K3 M.C.),
blue histogram (K2, M.C.), black histogram (K,s M.C. and K, M.C.are combined); dr_pi distri-
bution (right): the region defined by the arrow is the x-band region.

6.3.3 Summary on the K* stop efficiency

The Fs measurements with K., and K;3 were consistent to each other. They were also consistent
with the values of Fg in other E787 analyses (0.65 ~ 0.70), though Fswas more or less analysis-
dependent.

The K,3 Monte Carlo simulation in the kinematical region in this measurement was sensitive
to the form factors in the matrix element, and the Fs with K,3 is less reliable than the Fg with
Kz, Fs = 0.669 + 0.014, measured with the events of the IB component of the K, decay, was
used in this analysis. Thus, the sensitivity for K,3, was normalized to K,,,, and many systematic
uncertainties in the acceptance factors are canceled.

6.4 Summary on the sensitivity

The acceptance factors for the K 3, decay in the kinematic region E, > 20 MeV, including the
accidental loss (e) discussed in Section 6.2, are summarized in Table 6.11. The total acceptance
was 4.01 x 107® and was dominated by the trigger acceptance. With the total exposure of kaons
entering the target (3.4894 x 10%) and the K* stop efficiency 0.669 + 0.014, SES = 1.07 x 107
was obtained in the Kinetic region E, > 20 MeV.
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Acceptance factors -
Muon trigger component 0.140

Photon trigger component 0.00609
Primary selection 0.511
Selection of muon and photons 0.220
Kinematic fit 0.275
Cuts after the kinematic fit 0.649
Signal region 0.351
Accidental loss (€) 0.669

Total acceptance 4.01x10°°

Table 6.11: Acceptance factors for the K 3, decay in the kinematic region E, > 20 MeV.
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Chapter 7

Signal events

Figures 7.1 shows the cosine of 6,, vs E, plots of the events that survived all analysis cuts in
real data (178 events) and in Monte Carlo K3, simulation. The signal region was specified with
E, > 30 MeV and 20° < 6,, < 60° (0.50 < cosé,, < 0.94). Figures 7.2 and 7.3 show the
Probc\g2 ) distributions and the M., distributions of n° respectlvely, from the events in the signal
region in real data and in Monte Carlo K3, simulation. Forty events were observed in the signal
region.

1 _ 1
08 - o 08 |
06 |- 06 =
04 ; 04
02 - . 02 ©
0 0o
02 : 02 -
04 : 04
06 ' 06 -
08 & - 08 [
4 B Y el ‘ 4 + S
0 50 100 150 0 50 100 150
cos(euy) VsE, (MeV) cos(ew) VsE, (MeV)

Figure 7.1: Cosine of 6, vs E, plots of the events with all analysis cuts imposed in real data (left)
and in the sample generated by Monte Carlo K3, simulation (right). The box indicates the signal
region.

From the 40 observed events, after subtracting the expected background (16.5 + 2.7 events),
23.5 + 6.9(stat.) K 3, events with the statistical uncertainty of 29% were obtained. With SES =
1.07x 107, the partial branching ratio for K 3, in the kinematical region E, > 20 MeV was (2.51+
0.74(stat.)) x 107°. To convert it into Br(K,s,, E, > 30 MeV, 6,,, > 20°) and Br(Ks,,30 < E, < 60
MeV), the factors 0.628 and 0.437 estimated from the theoretical K 3, spectrum at O(p*) in ChPT
were used; Br(K,z,, E, > 30 MeV, 6,, > 20°) = (1.58 + 0.46(stat.)) x 10~ and Br(Kz,,30 <
E, < 60 MeV) = (1.10 +0.32(stat.)) x 10~°. The systematic uncertainties are discussed in the next
chapter.
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Figure 7.2: Distributions of Probgyﬁm) from the events in the signal region in real data (left) and
in the sample generated by Monte Carlo K3, simulation (right). All selection cuts excepts for the
cut Prob(Xsz) > 0.1 are imposed.

The kinetic distributions of the observed 40 events were compared to the spectra predicted
from the K3, decay plus all the background contributions, as shown in Fig. 7.4. The y?/degree-
of-freedom values to evaluate the match between data and predictions were 2.7/6, 11.3/8, 12.5/5,
and 7.0/9 in the distributions of E,, 7° energy, E,, and the muon momentum, respectively. The
scatter plots of E, versus the range difference (dr _ratio defined in Sec. 4.2.1) in real data, Monte
Carlo Ky, K,3, and K3, events are shown in Fig. 7.5 to illustrate the distributions of background
events outside the signal region with the distributions of E, versus dr_ratio. The isolation of the 40
candidate events from the backgrounds of K3 and K,,, were observed in the real data plot. All the
events observed in the signal region of the Monte Carlo K, events were due to the decay-in-flight
of #*. One event observed in the signal region of the Monte Carlo K,z events was also due to n*
decay-in-flight.
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Figure 7.3: M, distribution of the #° from the events in the signal region in real data (left) and the
sample generated by Monte Carlo K3, simulation (right).
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Figure 7.4: Spectra of the K 3, candidates: E, (top left), z° energy (top right), E, (bottom left), and
muon momentum (bottom right). In each plot, the circles with error bars represent the distributions
of the 40 events observed in the signal region. The cuts E, > 30 MeV and E, > 60 MeV have
been imposed in the analysis. The unhatched histograms represents the distribution of the Monte
Carlo K3, events with the central value of the measured branching ratio plus all the background
distributions, and should be compared to the circles with error bars.
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Figure 7.5: Missing energy (E,) vs range difference (dr_ratio) plots of the events with all analysis
cuts imposed in real data (top left), and in the samples generated by Monte Carlo K, (top right),
K3 (bottom left), and K3, (bottom right) simulation. Note that the Monte Carlo simulation in not
scaled to real data.
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Chapter 8

Systematic uncertainties

The systematic uncertainties in the single events sensitivity (SES) were due to imperfection of the
BV calibrations, to which the photon selection was sensitive, as wells as the difference between
real data and Monte Carlo simulation, i.e. reproducibility of real data, smearing effects, etc. Fs
was obtained from the K,,, branching ratio measurement, and was inversely proportional to the
acceptance for K,,,; Br(K,s,) should therefore be proportional to the ratio of the K,,, acceptance
to the K3, acceptance in the 3y trigger sample. Thus, the variations observed in the acceptance
ratio were studied as each corresponding parameter was varied over the range that had not been
excluded in the calibrations, as discussed in the subsections of this chapter.

8.1 visible fraction of the BV

The uncertainty in the visible fraction for the photon energy measurement in the BV was due to
the calibration method by fitting the peak of the energy sum of the two photons from 7 in the K,
decay. The uncertainty of +1% was evaluated from the fitted histograms (Fig. 8.1). The effects

due to visible fraction (£2.7%) were studied by the changes of the double ratio of the acceptance
changed A standard
K7r27 Kn2}/
changed / A standard’
U3y U3y

factors: and were summarized in Table 8.1.

standard +1.0 -1.0
K., 8157 8114 8104
Kr, 279785 272929 285518
ratio - 1.0197 0.97352

Table 8.1: Systematic uncertainty related to the visible fraction in the BV: the numbers in the K3,
and K, rows mean the numbers of events which survived all the offline cuts, and the number in
the “ratio” row mean the changes of the double ratio of the acceptance factors.
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Figure 8.1: Variation in the visible fraction: distributions of the energy sum of the two photons
from z° in K by changing the visible fraction from -2.0% to +2.0% by a 1.0% step.
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8.2 BV z-measurement

The speed-of-light (17.44 cm/nsec) in the plastic scintillators of the BV counters was used in
the analysis. Concerning the possible uncertainty, the value (17.1 cm/nsec) used in the the E787
analysis for the K* — u*v,y decay was tested. If the speed-of-light was changed, the values of the
attenuation length were also moved due to the calibration process. Both parameters were varied
and the double ratio of the acceptance factors was checked. The effects due to the z-measurement
parameters (+1%) were summarized in Table 8.2.

17.4 cm/nsec  17.1 cm/nsec

K3, 8157 8012
K2y 279785 277569
ratio - 0.99005

Table 8.2: Systematic uncertainty related to the z measurement in the BV: the numbers in the K3,
and K., rows mean the numbers of event which survived all the offline cuts, and the number in
“ratio” row means the double ratio of the acceptance factors.

8.3 BV Z-offset smearing

Judging from the distribution of the z-position accuracy in the BV (Fig. 8.2), the uncertainty in
the z-offset smearing was estimated to be in between -10% and +15%. The parameter was varied
between -10% and +15% and the the double ratio of the acceptance factors were checked. The
effects due to the z-offset smearing (+1.7%) were summarized in Table 8.3.

standard  +15% -10%
K3, 8157 8185 8122
Kr, 279785 276053 280901
ratio - 1.0170 0.99173

Table 8.3: Systematic uncertainty related to the z-offset smearing in the Z measurement in the BV:
the numbers in the K3, and K, rows mean the number of events which survived all the offline
cuts, and the number in the “ratio” row means the double ratio of the acceptance factors.
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Figure 8.2: Variation in the z-offset smearing: distributions of the z-position accuracy. The
“Sigma” obtained from the Gaussian fit was monitored by changing the smearing parameter.
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8.4 BV energy smearing

The smearing parameter Pgnering Of the BV energy in the Monte Carlo was changed, and the double
ratio of the acceptance factors was checked. The variation of Pgyearing Was determined to be from
0.46 to 0.69, judging from the y? probability distribution of the K, kinematic fit (see Fig. 3.10 in
p.35 ). The effects due to the BV energy smearing (+1.5%) were summarized in Table 8.4.

standard(0.55) (0.69) (0.46)

K3y 8157 7668 8461
K2y 279785 265559 286022
ratio - 0.99040 1.0146

Table 8.4: Systematic uncertainty related to the photon energy smearing parameter of the BV: the
numbers in the K,3, and K, rows mean the number of events which survived all the offline cuts,
and the number in the “ratio” row means the double ratio of the acceptance factors.

8.5 charged track smearing

The smearing parameters of the charged track in the Monte Carlo in the kinematic fit were varied
within +10% and the double ratio of the acceptance factors was checked. The effects due to the
charged track smearing (+2.8%) were summarized in Table 8.5.

standard Psmearl Psmear2 Esmearl Esmear2
K., 8157 8176 8163 8129 8156
Ke, 279785 288518 281180 286979 278320
ratio - 097198 0.99575 0.97157 1.0051

Table 8.5: Systematic uncertainty related to the charged track smearing parameter: the numbers
in the K,3, and K., row mean the numbers of event which survived all the offline cuts, and the
number in the the “ratio” row mean the double ratio of the acceptance factors. “Psmearl” and
“Psmear2” mean the shifts on the momentum smearing parameter by +10%, and “Esmearl” and
“Esmear2” means the shifts on the kinetic energy smearing parameter by +10%, respectively.
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8.6 dE/dxcutin the Range Stack

Since the Monte Carlo simulation did not reproduce the energy resolution of the RS counters
perfectly, the edf distribution of Monte Carlo was different from that of real data. The cut position
of the dE/dx cut in Monte Carlo was determined by comparing the edf distribtuions between K3
from real data and the K3 decays in Monte Carlo. To the systematic uncertainty, the cut position
for the Monte Carlo analysis was varied within +5% (see Fig. 8.3), and changes in the double
ration of the acceptance factors are checked (Table 8.6). The effects due to the cut position of the
dE/dx cut (< 1%) was negligible.

2500 |-datakm3rec) _—_— o 4B00LKMEME)
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Figure 8.3: edf distributions used in the dE/dx cut: K3 from the real data (left) and Monte Carlo
K, decays (right).

standard +5.0% -5.0%
Kﬂgy 8157 8160 8114
ratio - 1.0004 0.99473

Table 8.6: Systematic uncertainty related to the dE/dx cut: the numbers in the K 3, row means the
numbers of event which survived all the offline cuts, and the numbers in the “ratio” row mean the
double ratio of the acceptance factors.
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8.7 range-momentum relation cut

The cut position on the range-momentum relation cut for the Monte Carlo was determined by the
comparison between the real data and the Monte Carlo data for the dr_ratio distribution used in
the cut. The uncertainty due to the fitting error was taken as the source of systematic uncertainty
(Table 8.7). The cut positions for the MC analysis were varied, and change in the double ration
of the acceptance factors was checked (Table 8.8). The effect due to the cut position of the cuts
(< 1%) was negligible.
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Figure 8.4: dr_ratio distribution for the muon tracks in real data (left); dr_ratio distribution of
muon track in Monte Carlo Data (right).

- lower end upper end

standard -0.47938  0.20599
sysl -0.47613  0.20802
sys2 -0.48262  0.20396

Table 8.7: Systematic uncertainty related to the cut position of the muon band.

standard sysl sys2
K.z, 8157 8169 8146
ratio - 1.0015 0.99865

Table 8.8: Systematic uncertainty related to the range-momentum relation cut: the numbers in the
K.s, row mean the numbers of event which survived all the offline cuts, and the numbers in the
“ratio” row mean the double ratio of the acceptance ratio.
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8.8 €' bremsstrahlung cut

The variable amings was used in the e bremsstrahlung cut. The fitting error in the comparison of
the distributions of the real data and Monte Carlo was taken as the source of systematic uncertainty.
The possible change for the MC cut position lies between 0.921 and 0.928, while the standard cut
position was 0.925 as shown in Fig. 8.5. The effects due to the cut position of the e* bremsstrahlung
cut (£1%) were summarized in Table 8.9.
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Figure 8.5: amings distributions of the electron events in real data (left) and in the Monte Carlo
Kes events (right).

standard(0.925) 0.921 0.928
K.z, 8157 8232 8070
ratio - 1.0092 0.98933

Table 8.9: Systematic uncertainty related to amings cut: the numbers in the K,3, row mean the
numbers of events which survived all the offline cuts. The numbers in the “ratio” row mean the
double ratio of the acceptance factors.
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8.9 photon timing cut

The cut position of the photon timing cut for the Monte Carlo data was determined from the
comparison of photon timing distributions for the real and Monte Carlo for the lower energy photon
in the K., decay. The error for the Gaussian fitting used in the comparison was taken as the source
of the systematic uncertainty. The change in the double ratio of the acceptance factors was checked
for the case of minimum(sys1) and maximum(sys2) interval for the photon timing cut position.

- lower end upper end
standard -1.3587nsec 0.6850nsec
sys2 -1.3680nsec  0.6940nsec
sysl -1.3480nsec  0.6760nsec

Table 8.10: photon timing cut position:

standard sysl sys2

K., 8157 8180 8126
Kry 279785 280640 278986
ratio - 0.99976 0.99904

Table 8.11: Systematic uncertainty related to the photon timing : the numbers in the K3, an Kz,
rows mean the numbers of events which survived all the offline cuts. The numbers in the “ratio”
row mean the double ratio of the acceptance factors.

88



8.10 summary

All the systematic uncertainties in the previous sections are summarized in Table 8.12. The sta-
tistical uncertainty of the Monte Carlo simulation in estimating the acceptance (1.1%) was also
included. By adding them in quadrature, the total systematic uncertainty was estimated to be
4.9%.

sources estimated systematic uncertainty (%).
BV visible fraction 2.7
BV z measurement 1.0
BV energy smearing 15
BV z-offset smearing 1.7
charged track smearing 2.8
dedx cut 0.1
e" bremsstrahlung cut 1.1
gamma timing 0.1
Monte Carlo statistics 1.1
total | 4.9

Table 8.12: Summary of systematic uncertainties in the sensitivities.

This leads to
Br(K,sy, E, > 20MeV) = (2.51 + 0.74(stat.) + 0.12(syst.)) x 1075,

Br(K,s,. E, > 30MeV, 6, > 20°) = (1.58 + 0.46(stat.) + 0.08(syst.)) x 107, and

Br(K,s,, 30 < E, < 60MeV) = (1.10 + 0.32(stat.) + 0.05(syst.)) x 107°.
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Chapter 9

Discussions

The experimental study of the K3, decay in this thesis a measurement of the branching ratio. The
extraction of the structure-dependent component and a search for T-violation in K 3, were unable
to be made because the number of K3, events were not statistically enough; these studies will be
pursued in future experiments. The differences among the predictions of chiral perturbation theory:
O(p?), O(p*) without loop, and full O(p*) are at a level of 5 % (see Table 1.1(p.4)). More than 400
events would be necessary to determine whether higher order corrections are indispensable in the
chiral perturbation calculation. In detecting a T-violating asymmetry of the order 10~4, more than
108 events would be necessary.

For improvements in the future measurement with this experimental method. the following issues
were figured out during the data analysis of this study.

o At first, the trigger conditions should be well designed, because it was turned out that about a
half of the events accumulated in the trigger were from the K, decay whose #* had interac-
tions in the Range Stack. A crude online momentum-measurement with UTC would help to
reduce the trigger rate and thereby increase the available K* decays at rest. Another possible
improvement about trigger is regarding the veto conditions within the trigger: (9 + ... + 21)
and HEX from the RS and EC from the endcap calorimeters. As shown in Table 6.2 (p.67),
these trigger conditions reduced the photon trigger acceptance to be 5 % because an event
was removed if the electromagnetic shower of one of three photons in the final state of K 3,
started before reaching the BV. Requesting all of the three photons were detected in the BV
reduced the acceptance further, which resulted in a very small photon-trigger acceptance in
total (6.09 x 1073). The endcap calorimeters and the RS counters in the outer layers (e.g.
layers from 10 to 21) would work as a part of photon detection, although the photon recon-
struction would be more complicated and there would be a concern about high counting rates
(and thereby accidental hits) in particular in the upstream endcap calorimeter.

e Secondly, a better resolution of photon energy measurement should be pursued in the BV,
which was originally designed in E787 for the purpose of vetoing a photon from K, back-
ground in the K* — n*vv study rather than measuring the energy and position of a photon
as a calorimeter. The study of the K,3, decay would be made even without a complicated
kinematic fit and calibration procedures of the parameters for it, and the proportion of the
correct pairing of 7% would also be improved.

e Thirdly, the control samples to study and monitor the accidental loss should be carefully
designed and accumulated simultaneously with the physics trigger. The E787 experiment in
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1998 was unable to run with such triggers, mainly due to a lack of flexibility in the Level-0
trigger system. Proper monitor-triggers, such as a prescaled trigger without conditions on
the photons, would make the analysis simpler and more reliable.
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Chapter 10

Conclusion

A new measurement of the K+ — #°%u*v,y branching ratio was performed in this thesis by using
the E787 apparatus of the AGS of BNL. Forty candidate events were observed in the signal region
with the expected background of (16.5 + 2.7) events. The results of the measurement were:

(1.58 + 0.46(stat.) + 0.08(sys.)) x 10>, and
(1.10 + 0.32(stat.) + 0.08(syst.)) x 107°.

Br(K,s,. E, > 30MeV, 6, > 20°)
Br(K,s,. 30 < E, < 60MeV)

The Br(K,s,, E, > 30 MeV, ,, > 20°) was consistent with the theoretical prediction 2.0 x 10>
as well as the previous measurement (2.4 + 0.5(stat.) + 0.6(syst.)) x 10~° by the E470 experiment
at KEK. The Br(K,s,, 30 < E, < 60 MeV) was consistent with the previous measurement (1.5 +
0.4) x 107° by the ISTR+ experiment. The results in this thesis provide better precision than the
previous results.
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Appendix A

Chiral Perturbation Theory

The theoretical techniques using chiral symmetry to the strong interactions of mesons were devel-
oped in the late 1960s and 1970s and were called Chiral Lagrangian or Chiral Dynamics. Weinberg,
in 1979 [1], introduced the concepts of Effective Field Theory using an effective Lagrangian and
proposed the application to strong interactions. In 1984 and 1985 Gasser and Leutwyler material-
ized the program by Weinberg and discussed Chiral Lagrangian by expanding it to the higher order
(O(pM) [2, 3]; their approach is called Chiral Perturbation Theory (ChPT) and has been intensively
studied in particle and nuclear physics as a theory of low energy QCD. There are some textbooks
treating ChPT [4]. Many applications to the phenomenology of particle physics are collected in the
DA®NE Physics Handbook [5]. Radiative kaon decays in ChPT were discussed in [6, 7]; the ma-
trix elements for the decays at O(p*) in ChPT were evaluated and the decay rates were calculated
in [14, 15].

The chiral symmetry of quark-gluon interactions, i.e. invariance under separate global rotations
among left- and right-handed up, down, and strange quarks called SU(3),_ x SU(3)g, is sponta-
neously broken in the QCD vacuum and is also explicitly broken by the existence of a non-zero
quark. However, such effects can be included perturbatively and it is possible to construct an ef-
fective Lagrangian which describes the low energy interactions of Nambu-Goldstone bosons. The
Lagrangian is given in an expansion in powers of derivatives (d) to the boson fields, i.e. their ex-
ternal momenta (p), and/or quark masses; the interactions vanish in the limit p — 0. Predictions
are given in the relations between empirical observables, and large violation of ChPT predictions
would be difficult to understand within the framework of QCD.

The Lagrangian based on chiral symmetry can be constructed with the nonlinear representation
of the eight pseudoscalar fields in the form of a unitary 3x3 matrix, U = exp (i V2®/F, ) in which

2 + +
R 07r K0
— - 4
e = d etw K|
- K _2
K K 2

and the trace of the matrix terms using U. The simplest Chiral Lagrangian £@ with scalar (),
pseudo-scalar (p), vector (v,), and axial-vector (a,) external fields is

1
L(z) Z F,f - Tr [(DﬂU ) ( D"UT) +XTU +)(UT]
where
DU = 9U —ir,U+iUl,
XY = ZBO(S+|p)
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with

e = Vy+a,
. = v.-a,
The quark mass matrix
m 0 O
M = 0O my O
0 0 mg

is contained in the scalar field s. The pion decay constant F, = 94 MeV is the only coupling
constant to the interactions in £@. By is the constant related to the quark condensate. For the
study of radiative semileptonic K* decay, we can use the following expressions:

s+ip = M,
r, = —eQA,,
e
l, = -eQA, - ———— (W, T, + hc.),
g & \/isinew( g )
where A, and W, are the photon and W bosons, and
[ 0 Vud Vus
T, =0 0 0 [,
|0 0 O
[ 2/3 0 0
Q = 0 -1/3 0
0 0 -1/3

The evaluation of £@ at the tree level of the meson fields yields the results to meson interactions
derived by the lowest order Current Algebra and PCAC in 1960s. This is regarded as the leading
order, at O(p?), in ChPT.

To go beyond the leading order, inclusion of the loop diagrams in £®@ introduces divergences
and does not work. Gasser and Leutwyler, in [2, 3], gave the most-general and chiral-invariant
Lagrangian in the higher order, £®:

L@ = Ly -(Tr[D*U'D,U])? + L, Tr[D*U'D'U]Tr[D,U'D,U] + Ls-Tr[D*U'D,UD"UD,U]
+Ls- Tr[D,UD*UT ] Tr[ x'U + xU'] + Ls- Tr[D*U'D,U(x'U + U'y)]
+Le- (Trlxy’U + xUD? + L7 - (Trxy'U —xU™D? + Lg- Trxy'Ux"U + yUTyU]
—iLg- Tr[R,D*U D’U" + L,,D*U'D"U] + Lyo- Tr[U'R,, UL"]
+ Ly - Tr[RLRY + Ly L] + Lia- Trxx],
where R* and L* are the field strength tensors corresponding to the external fields r, and |,
RY = ' —0r —i[r 1],
LY = 1 =9 1* —i[IM1]
and with 10 phenomenological coupling constants L4, ..., L1g (and two more constants L1, and L,
which are not directly accessible to experiments and needed as counterterms in the renormalization
of the one-loop graphs). They obtained empirical values of L1, ..., L1o from the known experimental
results of pion scatterings as well as pion and kaon decays. The Lagrangian £anom, Which arises
from the chiral anomaly and can be determined without extra coupling constant, should also be
included. Finally, £® can be used at the tree level together with £aom and with £@ at the tree

and one-loop levels in order to study the low-energy meson interactions consistent with QCD. The
evaluation with this scheme is the next-to-leading order, at O(p?), in ChPT.
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Appendix B
The K3, amplitude at O(p% in ChPT

The tensors V;, Al and F used in the matrix element for K*(p) — 7)) (p)vi(pru)y(0), When
the photon is on sheII (9? = 0), are decomposed as:

+ 7+ P
Vi o= Vi o+ LF
Vi = Vilg _ g, +Va|p.g —quq +Va| p,W, quW +Va|p,p, - qup
124 HY qW (L4 q v H qW (L4 qW v’

AL
F+

i€mpe (ALPPA” + A2GPWT) + i€ PO W7 (AW, + Asp)) ,
Cl p:/ + CZ (p_ pl)v s

where W = (p, + pny) isequal to (p— p’ — Q).

B.1 Preliminaries

Three functions fy(t), fo(t), and f5(t) are defined as:

fi(t) = \/‘+\/z t+22(cz c))Bh(t) ,
My 1 ADAJ
o = - w§z+Y,Z;{(C'1‘C'2) 2y - 200 an),
3
fa(t) = = %; (el +e)(t+A)-2c5) A (D).,
where
T r M”MiMﬂ
Ly = Lo(w) - 2567r2 Pz
A= MP-n¥,
t = (p-p)>

Lo is a scale-independent coupling constant (L{ (w) is the renormalized coefficients and y is the
scale introduced by dimensional regularization). The value of M, is obtained from the Gell-Mann-
Okubo mass relation: 3M2 4MZ — M2, The sum over | corresponds to the three loop diagrams
in Fig. 1.2. The coefﬁuents, cl, are summarized in Table B.1.
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LM [m |c|c, Cy
1 Mg | M| 1]-2]-MZ-2M?
2| Mg | M, | 3]-6|-MZ-2M2
3| M, |M,|0|-6] -6M2

Table B.1: Coefficients for loop integrals; all ¢! must be divided by 6 V2F2,

The integral J(t) is defined with the loop integral J(t) as J(t) = J(t) — J(0) with M = M,,
m=m;, and t = k?. This leads to the following expression.

~ 1 A, m X m VA, (t+ Va)2-A?
Jt) = —|2+—-log— - —log — - —log ————
3272 t M2 A M2t (t— V)2 - A2
where
A = M?-n?,
Y = M2+n?,
A, M2, mP) = (t+A)? —4tM2.

These are used with subscripts as follows.
J|(t) = j(t) with M = M, m=m,

The function BL(t) are defined as B,(t, M2, n?) with M = M;, m = m;, where

1 Alt, M2 mA)J(t) tZ—8M2mP ., M?
2 _ _ _ 2 2 -
Bo(t, M%) = Segm(BE 1) 12t * 3gaa %9 p
A = M?2-n?,
Y = M?+n?,

A, M2 ) = (t+A)? - 4tM?2 .

M, and m, are also given in Table B.1. The decay constants F,., Fx are empirical and the values
are: F, =93.2MeV and Fx = 113.6 MeV.

+
B2 Vi,
The amplitudes for V, are:
Vi o= Iy + p' W fz(Wg) + fs(Wg),
1
Vo = |2 - o [p’ Wy f2(WG) + fa(Wg)] ,

1
Vo = ls | /W (WP + f3(WP) — p' W Fo(W3) — (WD) |

f(W?) - (W)
Ve = ;
pq
Wy = W+g=p-p.
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I1, I, I3 are additional amplitudes given by

49W 8p’
1 = d ( |—10)+ Pd

V2F2 \2F2
N W2 - A))J

+ Z { [(Wg + A|)(c'1 + Clz) — Z(Clzp’Wq + Cg)] [% _ ZG'}
=1 2

c,—cl [p’Wq (WE - A2)]

2 |we T we

Lo

+4B) + p/(W - q)L']
q

2(c,-¢) AN
P22 mﬁ-ww@+AoGO+pVWB;—EM},
8l 2 o
l, = - ﬁ;z t W D (&) [Fi - WP+ A)G,
1=1
— 4L—9 ° | | |_|m I-3;|2 B Blz AR
|3 = _\/§F2+Iz:1:{2(cz_cl) G|+T+ qW _C]'W,
where
_ iy MeMEM,
Lio = Liol) + 256 5 | e
T e
L, = _In—L,
327T2A| M2
2 ~
F = BL- WTL' q\lxv (WZB'Z—WSB'z) :
M2 1
G = T'C(WZ,WZ, M?, @) + 3w [(W2+A )3 = (W2 +A)J + o |
J = WA
j| = ‘]|(W§) 5
B, = B,(W?),
B, = By(W).
The function C used in G, as C(W3, W?, MZ, n%) are:
d*p 1

Cltat2 M) = =1 | Gyt (57 ~ Yo + 7 — MG + G + 7 — 7]

where t; = (o + @)% t, = gz and gz = 0

+
B3 A,
The chiral-anomaly contribution to Aj is given by

i V2

Aw = 1672F2 {eﬂwq"(4p +W)7 + fuﬂpf’WVqupWT} '

4
W2 — M2
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B4 F!

The K3 matrix element F is given by

F, = fl(t) p/v +

v

%(Mﬁ — M2 —t) fo(t) + fs(t)] (P-p) -

where t = (p - p’)?.
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Appendix C

Beam cuts

In this appendix, details of beam cuts in Section 4.1 are explained.

e “beam”
This is a package of the following cuts to remove the “double-beam” backgrounds events.

— CKTRS
This cut required that, when another kaon was observed in the Cerenkov counters (CK)
with more than four PMT hits, the timing should not coincide with the charged track
time in the RS.

- CPITRS
This cut required that, when an incoming pion was observed in the Cerenkov counters
with more than four PMT hits, the timing should not coincide with the charged track
time.

- BWTRS
This cut required that, when another beam wire chamber hits were observed, the timing
should not coincide with the charged track time.

- BHTRS
This cut required that the timing of the hits in the beam hole counter should not coincide
with the charged track time.

— B4TRS
This cut required that the timing of the B4 hit closest to the kaon time in the target and
the charged track time in the RS should be separated for at least 3nsec.

— PBGLASS
This cut required that the number of hits in the lead glass counters should be less than
2. This reduced 7 contamination in the beam as well as to detect extra photons to the
beam direction.

e BADEDX
This cut required that the energy deposit in the B4 counters should be larger than 1.5 MeV
and be consistent with the kaon coming to rest. This reduced the 7* in the beam to the target.

e KIC
This cut required that the I-counter neighboring the “kaon fibers” should not have a hit at the
timing of B4.

99



TGGEO
This cut removed the double-beam background events by using the timing information
(TDC) and the wave-form information (TD) of the I-counters.

TIMCON

This cut required the time consistency of the hits of the kaon coming to rest, recorded in the
B4 and the target, as well as the time consistency of the hits of the outgoing charged track,
recorded in the target and the RS.

TICCON
This cut required the time consistency between the IC hits and the RS hits.

TGCCD
This cut required the time consistency of each “kaon fiber” with the B4.

TGEDGE
This cut required that the timing of each edge fiber should be consistent with the RS timing
when the energy is large (>4 MeV).

B4EKZ
This cut was on the kaon beam likelihood, which was formed formed by the B4 energy, the
z position of the kaon decay vertex, and the total energy of K* in the target.

DELC
This cut was a tight offline delayed coincidence, when the uncertainty in the measurement
of Tk and T, was large.
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Appendix D

Target cuts

In this appendix, details of the target cuts in Section 4.1 are explained. In the E787 target analysis,
the main interest was the K* — #*vv decay and the target fibers hit by the charged particle from
the K* decay at rest was conventionally classified as the “pion fiber”, regardless of the type of the
charged track, while the fibers hit by the entering (and stopping) K* were classified as the “kaon
fibers”. The other fibers in the extrapolated path of “pion” track were called the “opposite side
pion” fibers, which could be due to a mistake in the determination of the kaon-decay vertex position
in the X-Y plane. All the other fibers were called the “gamma fibers” because the electromagnetic
shower in the target due to a photon from the K* decay was recorded as such, and were used for
photon veto in the target (Section 4.3.3). The energy sums of the “pion” and “kaon” fibers were
called as etg and ek, respectively. The estimated track length in the pion fibers was called rtg. The
target cuts used in section 4.1 are the following cuts.

EPITG
This cut required that the energy deposit in any “pion fiber” should be less than 5.0 MeV,
because the charged particle should be a minimum ionizing particle (M.1.P.).

TGER
This cut required that etg should be larger than 1.0 MeV when rtg is larger than 2.0 cm.

TARGF
This cut required that the location of the “pion fiber” closest to the kaon decay vertex should
be within 0.6 cm.

RTDIF
This cut required that the uncertainty in the measurement of the “pion” path length should
be less than 1.5 cm.

TGZ
This cut required that the z position of K* decay vertex (tgz) should satisfy —8.0 < tgz < 15.0
cm.

EKZ
This cut required that the tgzand the kaon energy (ek) should satisfy |tgz—0.22 x ek+16.4| <
10.0 and be consistent with the kaon coming to rest.

EPIMAXK
This cut required that the energy of the pion fibers near the vertex should be less than or
equal to 3.0 MeV.

101



DRP
This cut required that the width of the pion track should be small and a scattering of the
charged track within the target should not happen.

PHIVTX
This cut required that there should be no pion track to the opposite direction (back-to-back)
of the kaon track.

EIC
This cut required the consistency between the measured energy in the I-counters and the en-
ergy estimated from the the length that the charged particle passed through in the I-counters.

TIC
This cut required the consistency (+5nsec) of the timing of the I-counter hits with the charged
track.

OPSVETO
This cut required that the energy of the “other side pion” fibers should be less than 2.0 MeV.

TGDEDX
This cut required that the range (rtg) and the energy (etg) in the target should satisfy the
following conditions.

rtg < 12.0 cm,

etg < 28.0 MeV,

etgx 9.5 <rtgx28.0, and
etg x 10.0 > (rtg — 2.0) x 21.5.
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